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1 Introduction

This document is one of two parts of LANE v2, the second revision of the LAN Emulation specification. This
document describes the LAN Emulation Network Network Interface (LNNI). LNNI defines the protocols necessary
to distribute the LE Configuration Servers (LECSs), LAN Emulation Servers (LESs), Selective Multicast Servers
(SMSsh) and Broadcast and Unknown Servers (BUSs). Distribution of these servers with a standard LNNI facilitates
load distribution, fault tolerance and multivendor service components supporting LANE. Thisdocument isa
companion document to the LAN Emulation - LUNI v2 Specification [5]. Familiarity with [5] is assumed.

1.1 Purpose of Document

This document specifies an implementation agreement for the LAN Emulation Service. This set of protocolsis
referred to asthe LAN Emulation Network Network Interface (LNNI) protocols.

1.2 Terminology

The following acronyms and terminology are used throughout this document:

AAL ATM Adaptation Layer

ATM Asynchronous Transfer Mode

B-LLI Broadband Low Layer Information
BUS Broadcast and Unknown Server

CA Cache Alignment

CK CacheKey

CSA Client State Advertisement

csu Cache State Update

ELAN Emulated Local Area Network

|IEEE Ingtitute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
ILMI Interim Local Management Interface
LAN Local Area Network

' SMS is not mentioned explicitly in [5] but sufficient mechanisms are defined in [5] for an LE Client and SMS to
interact (e.g. LE Client can obtain the ATM address of an SMS via LE_ARP and SMS learns via SCSP which LE
Clients wish to receive multicast traffic).

ATM Forum Technical Committee Page 1 of 120
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LANE LAN Emulation

LE Client LAN Emulation Client

LE ARP LAN Emulation Address Resolution Protocol
LECID LAN Emulation Client Identifier

LECS LAN Emulation Configuration Server

LES LAN Emulation Server

LLC Logical Link Control

LNNI LAN Emulation Network Network Interface
LUNI LAN Emulation User Network Interface

MAC Media Access Control

OID (Originator Identifier) SID of the server which initially created the CSA.
Oul Organizationally Unique Identifier

QoS Quality of Service

RFC Request For Comment (IETF Document Series)
SCSP Server Cache Synchronization Protocol

SG Server Group

SGID Server Group 1D

SID Server ldentifier uniquely identifying a server within an ELAN.
SMF Selective Multicast (capable) Flag

SMS Selective Multicast Server

SN Sequence Number

TLV Type/ Length / Vaue Encoded Parameter

UNI User-Network Interface

VCC Virtual Channel Connection

This document uses normative statements throughout as follows:
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Table 1-1. Normative Statements

Statement Verbal Form2
Requirement MUST/MUST NOT
Recommendation SHOULD/SHOULD NOT

Permission MAY

1.3 References

[1] The ATM Forum, ATM User-Network Interface Specification, Version 3.0, af-uni-0010.001, September 10,
1993.

[2] The ATM Forum, ATM User-Network Interface Version 3.1 (UNI 3.1) Specification, af-uni-0010.002, July 21,
1994.

[3] The ATM Forum, LAN Emulation Over ATM Version 1.0 Specification (af-0021-000), January, 1995.
[4] 1ETF, Server Cache Synchronization Protocol - SCSP, Luciani et al, RFC 2334, April 1998.
[5] The ATM Forum, LAN Emulation - LUNI Specification Release 2.0, af-lane-0084.000, July 1997.

[6] The ATM Forum, ATM User-Network Interface (UNI) Signalling Specification Version 4.0, af-sig-0061.000,
July 1996.

[7]1 The ATM Forum, Traffic Management Specification Version 4.0, af-tm-0056.000, April 1996.
1.4 ATM Network Service Assumptions
ThisLAN Emulation Over ATM specification is based on the ATM Forum User-Network Interface Specification,

Version 3.0 [1] or later. The specification provides example Information Element codings for UNI 3.0[1], 3.1[2],
and4.0[7].

®Verbal forms are based on 1SO except for “Requirements,” where 1SO uses the terms “SHALL/SHALL NOT”
instead of “MUST/MUST NOT” in this document.
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2 Architectural Overview

2.1 Emulated LANs

Anemulated LAN (ELAN) provides the appearance of either an Ethernet or Token-Ring LAN segment over a
switched ATM network. An ELAN provides applications on ATM networks with the services found on more
traditional LANS, such as a broadcast medium and topologically independent MAC addressing. Applicationsthat run
over Ethernet/802.3 or Token-Ring/802.5 LANs also run over emulated LANs on ATM networks. In the same way
that Ethernet and Token-Ring Network Interface Cards (NICs) provide a physical interface onto aLAN, aLAN
Emulation Client provides avirtual interface onto an emulated LAN.

An ELAN is composed of acollection of LE Clients and a set of co-operating service entities. LE Clients on the
same ELAN may setup direct communications to one another. LE Clients on different ELANS require an
interconnection device such as a bridge or router in order to communicate.

Although LAN Emulation does not exploit all of the benefits of an ATM network, it is useful in migrating to ATM
technology and in lowering network management costs. High speed ATM networks may be utilized, while software
and hardware investments remain protected. Software investments are protected because application interfaces are
unchanged, and hardware investments are protected with devices that bridge LAN and ATM technologies. Network
management is improved because there is increased flexibility in moves, adds, or changes in the network.

2.2 LNNI Scope and LUNI Scope Contrasted

The LAN Emulation LUNI specifications [3],[5] define the protocols and interactions between LAN Emulation
Clients (LE Clients) and the LAN Emulation Service. The LAN Emulation Serviceisitself composed of avariety
of components: LAN Emulation Configuration Servers (LECSs), LAN Emulation Servers (LESs), Broadcast and
Unknown Servers (BUSs), and Selective Multicast Servers (SMSs). Each LE Client connects across the LUNI to a
single LES and BUS, may connect to asingle LECS, and may have connections to multiple SMSs. The LE Client
LUNI connections are defined in [3],[5] and are depicted in Figure 2-1. The behaviour of the LANE Service
components as seen by LE Clientsis completely defined in the LUNI specifications.

The LAN Emulation NNI (LNNI), this document, defines the behaviour of these LANE service components as seen
by each other. The LNNI defines the procedures necessary to provide a distributed and reliable LAN Emulation
Service. A single ELAN may be served by multiple LECSs, LESs, BUSs and SMSs. Each LES, BUS, and SMS
servesasingle ELAN, while an LECS may serve multiple ELANs. LANE service components interconnect with
multiple VCCsfor Configuration, Status, Database Synchronization, Control and Data forwarding. It isthe purpose
of the LNNI specification to provide multivendor interoperability among the components serving an ELAN so that
consumers may mix and match the LANE Service implementations of different vendors.
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LECS#1 | = ==— =~ ~| LECS #2 |«

LNNI Protocols

LUNI Protocols Y P £, VLTS NS RPpR LY S SR (RSP R

Al
LE Client #1 LE Client #2

LE Client #3 LE Client #4

Figure 2-1 LUNI and LNNI Protocols

The LNNI isnot asingleinterface. Each type of service component participates in different interface(s). The LNNI
connections that provide the channel for these interfaces are as follows.
a) LECSLNNI Connections

LECS Synchronization VCC(s) to other LECS

Configuration Direct VCC(s) from one or more LES and SMS

b) LES LNNI Connections
Configuration Direct VCC to an LECS
Cache Synchronization VCC(s) to neighbour LES(s) or SM(s)
Control Coordinate VCC(s) to all other LES

¢) BUSLNNI Connections
Multicast Forward VCC(s) to all other BUSs (Note: this connection can go to LE Clients and hence also
form part of the LUNI [5])
d) SMS LNNI Connections
Configuration Direct VCC to an LECS
Cache Synchronization VCC(s) to neighbour LES(s) or SM(s)
Multicast Forward VCC to other SMS(s) and BUS(s)

The general function of each LANE Service component is described in Section 2.3, and the communi cations between
and among the service components is discussed in Section 2.4.
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2.3 LAN Emulation Service Components

The LAN Emulation Service consists of four types of components: LECS(s), LES(s), BUS(s), and SMS(s). These
components are described in the following sections.

2.3.1 LAN Emulation Configuration Servers

LECSs reduce the network management burden by serving as a central repository for configuration data. Each LANE
service component establishes a Configuration Direct VCC to an LECS using the same procedures specified for LE
Clientsin the LUNI[5]. Unlike Clients however, Servers maintain these connections and send periodic Keep-Alive
messages while participating in the ELAN.

Different entities on the same ELAN may connect to different LECSs. Once connected to an LECS, LANE entities
may query the LECS to obtain configuration. For an LE Client, the LECS assigns the LE Client to a specific LES
serving an ELAN. Additional configuration may be returned along with the ATM address of the LES. For an LES
or SMS, the LECS returns the ATM addresses of neighbouring service entities, with additional configuration also
possible. BUSs do not configure with the LECS. Each BUS is assumed to be logically associated with an LES,
and may communicate with its LES to obtain its configuration.

An LECS may also dynamically update the configuration of other service components. However, no provision is
made for an LECS to dynamically change the configuration of an LE Client directly. An LECS may trigger the
reconfiguration of a particular LES, which may result in that LES terminating certain LE Clients, and those LE
Clients may return to an LECS for new configuration. Thus, indirectly at least, an LECS may dynamically modify
the configuration of an LE Client.

Multiple LECSs may be visible to the components of an ELAN. In order to meet the requirements imposed on the
LANE Service by the LUNI specification [5], it is required that each LECS have knowledge of which LESs are
currently serving which ELANSs. This specification defines a protocol by which multiple LECSs may synchronize
their knowledge on the status of serverswithin ELANS. This status information is exchanged between LECS on
LECS Synchronization VCC(s). In cases where multiple LECSs are visible to the LANE entities within an ELAN,
synchronization of configuration data between LECSs must be provided by means outside of this specification.

Configuration viathe LECS is mandatory behaviour on the part of any LNNI compliant LANE service component.

2.3.2 LAN Emulation Servers

LESsimplement the control aspects of emulated LANs. Each LES maintains a database of all registered LAN
destinations and their associated ATM address(s). The LES may use thisinformation to answer LE_ARPS, which
request the ATM address associated with a particular LAN destination. Each LESisalso responsible for forwarding
certain control frames between different LE Clients and between LE Clients and other LESs.

Multiple LESs serving an ELAN must synchronize their databases so that every server on the ELAN has a complete
and up-to-date database. An LES establishes Cache Synchronization VCC(s) to neighbour LES(s) assigned by the
LECS during configuration. Database synchronization is accomplished across these connections using the Server
Cache Synchronization Protocol (SCSP) defined in [4]. A brief overview of SCSPis provided in Sections 2.4.4 and
2.5, with emphasis on how SCSP applies to the LNNI protocols. More details on the use of SCSP for the LNNI
arefound in Sections 4.2 and 5.4.2 below.

LE Clientsjoin with aparticular LESin an ELAN by establishing a Control Direct VCC to the LES and issuing an
LE_JOIN request. The LES may then establish a Control Distribute VCC back to the LE Client, and return an
LE_JOIN response indicating that the LE Client has joined the ELAN. The LE Client may then register any
number of LAN destinations with that LES (a single registration may have been performed in conjunction with the
join). LE Clientsjoined with aparticular LES arereferred to aslocal LE Clientsfor that LES. Each LESis
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responsible for control communications between local LE Clients, and for control communications between local LE
Clients and other LESs. Other LESs are, in turn, responsible for control communications to their local LE Clients.

All LESs serving an ELAN must be interconnected into a full-mesh of Control Coordinate VCCs. These
connections are used to forward control messages between LESs.

A single VCC can be used for both Cache Synchronization (using SCSP) and Control Coordinate communications
(forwarding LANE Control messages) between two neighbour LESs.

The following example illustrates the typical control frame forwarding behaviour of an LES. When an LE Client
has aframe to send to a LAN destination for which the associated ATM addressis not known, the LE Client sends
an LE_ARPrequest toitslocal LES. The LES may answer the LE_ARP request itself, or forward the LE_ARP
regquest to additional LE Clientsand LESs. In the latter case, thelocal LESisresponsible for relaying the LE_ARP
reguest from the requesting LE Client to other local LE Clientsand to all other LESs, and it is responsible for
forwarding the LE_ARP response back to the requesting LE Client. Additional details of LES behaviour may be
found in Section 2.4, which discusses communications between an LES and other service entities. Interactions
between an LES and an LE Client are defined in the LUNI specificationg 3],[5].

2.3.3 Broadcast and Unknown Servers

BUSs provide centralized forwarding for broadcast frames, and for frames with destinations that have not yet been
resolved to ATM addresses. BUSs also share in the responsibility for the forwarding of sustained streams of
multicast data.

Provisions are made in the LUNI specification [5] and this document for both an "intelligent” and "V CC-Mapped"
BUS implementation. An intelligent BUS differs from aVVCC-Mapped BUS by forwarding frames based on the
target destination, where aVCC Mapped BUS blindly forwards all received framesto all LE Clients. Asatypical
example, an intelligent BUS may forward a frame destined for aregistered MAC addressto only the LE Client that
registered the MAC address. A VCC-Mapped BUS would forward this frameto all LE Clients, which may result in
most LE Clients discarding the frame.

Each BUS is assumed to be logically paired with an LES; there is no protocol defined for LES/BUS interactions. As
with the LES, the BUS has a set of local LE Clients for which it is directly responsible. During initialization, each
LE Client LE_ARPsfor the broadcast MAC address, and the local LES returns the ATM address of its associated
BUS. The LE Client then establishes a Default Multicast Send VCC to its BUS, which in turn establishes a
Multicast Forward VCC back to the client. The LE Clients which have established a Multicast Send VCC to a
particular BUS are the local LE Clients for that BUS. Equivaently, the LE Clientslocal to aBUS arethe LE
Clientslocal to the BUS's associated LES.

An LE Client sends broadcast frames to its BUS, which must forward the frames to all local LE Clients and to all
other BUSs. All BUSs serving asingle ELAN must be interconnected in a full-mesh of Multicast Forward VCCs
that are used to forward data frames. An LE Client may also send frames to its BUS which are destined for
unresolved unicast or multicast LAN destinations. Once the LE Client resolves LAN destination to an ATM
address, the LE Client transmits frames on a more direct path to the destination (using Data Direct VCCs for unicast
frames and Multicast Send VCCs for multicast frames). However, the LES may resolve a multicast address to the
ATM address of the BUS, requiring the BUS to forward a stream of multicast data. Whether an LE Client sends
sustained streams of multicast datato its BUS or to an SMSis at the discretion of the system administrator, LANE
v2 supports both possibilities.

As described in the above paragraph, the BUS must forward all frames for the broadcast address, initial frames for
unresolved unicast or multicast destination, and may have to forward all frames for certain multicast addresses. These
frames may be received at the BUS from local LE Clients, other BUSs, or SM Ss, and then be forwarded by the BUS
to both local LE Clients and other BUSs. Additional details of BUS behaviour may be found in Sections 2.4.6,
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2.4.7 and 5.7, which describe BUS interactions with other service entities. Interactions between aBUS and an LE
Client are defined in the LUNI specifications[3],[5].

2.3.4 Selective Multicast Servers

SMSs are designed for the single purpose of efficiently forwarding multicast frames. SMSs may be used to offload
much of the multicast processing from the BUSs, which also have to forward broadcast frames and frames for
unresolved LAN destinations.

SM Ss establish Cache Synchronization VCC(s) to neighbour LESs assigned by the LECS during configuration.
This enables an SM S to synchronize its cache database with the LES(s) using SCSP.

LE Clients following the initial version of the LUNI specification [3] are referred to as LANEv1 Clients, while LE
Clients adhering to the second version [5] are referred to as LANEV2 Clients. LANEv1 Clients send al multicast
datato the local BUS without LE_ARPing for the multicast destination. LANEv2 Clients treat multicast
transmissions similarly to unicast transmissions, sending multicast frames to the BUS over the Default Multicast
Send VCC until the multicast destination isresolved to an ATM address. The local LES answersan LE_ARP for a
multicast destination by supplying the ATM address of either the local BUS or an SMS. A LANEv2 LE Client
then establishes a Multicast Send VCC to that ATM address (if one does not yet exist) over which the LE Client
transmits data destined for the resolved multicast address. If the LE_ARP response resolves to the local BUS, the
BUS may establish a Multicast Forward back to the LE Client. A LANEv2 LE Client may be assigned to an SMS
as asender when the local LES responds to the multicast LE_ARP. If thelocal LES providesan SMS ATM address
in the LE_ARP response, then the LANEv2 LE Client transmits data for that multicast destination to that SMS.

A LANEV2 LE Client may be assigned to an SMS as areceiver when the LE Client registers to receive framesfor a
multicast address. The local LES assignsthe LE Client to an SMS as areceiver by including the association of
(multicast destination, SMS, LEC) in itsregistration database, which then gets propagated to all servers. When
receiving thisinformation via SCSP, an interested SM S adds the LE Client as aleaf on a Multicast Forward VCC.
Hence, an LE Client isadded as leaf on a“SMS’ Multicast Forward VCC as aresult of registering a multicast
destination.

An SMS combines a subset of LES and BUS functionality into asingle entity. Each SMS maintains a copy of the
registration database, participating in the SCSP with the LESs and other SMSs. A local copy of the registration
database permits the SM S to know which LE Clients registered for which multicast MAC addresses. In this sense,
an SMS behaves like an LES. However, LE Clients cannot join or register with an SMS, nor will an SMSforward
control frames. Thus, an SMS has al of the LES information, but is free from the LANE Control
Communications associated with local LE Clients. Since an SM S processes only certain multicast frames, it has no
need for unicast registration data. This permits certain SCSP optimizations for LNNI as discussed in Section 2.5.

An SMS also behaves likeaBUS. An LE Client connectsto an SMSviaaMulticast Send VCC, and an SMS
connects to an LE Client with aMulticast Forward VCC. An SMS forwards frames for certain multicast
destinations. However, an SMSis not required to process LE_FLUSH frames, nor is it assumed to be logically
associated with an LES. An LES may assign oneif its Local LE Clientsto an SMS as either a sender, receiver, or
both, but only the paired LES may assign an LE Client to aBUS. Unlike aBUS, an SM S has independent sets of
local sendersand local receivers, so LE Clients may be connected to an SMS viaa Multicast Forward VCC which
are not connected to the SMS viaaMulticast Send VCC. The number and distribution of SMSsin a network may
be scaled to the required multicast bandwidth, independent of the number of LES/BUS pairs.

Additional details of SMS behaviour may be found in Sections 2.4.2, 2.4.4, and 2.4.7, which discuss SMS

interactions with other LANE Service components. Interactions between an SMS and an LE Client are defined in
the LUNI specifications [3],[5].
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2.4 LNNI Communications

The multiple LANE Service entities serving an ELAN need to co-operate and communicate in order to provide a
distributed and reliable LAN Emulation Service. The communications required for LNNI may be partitioned as
follows:
a) Control Plane

Configuration and Status Communications (Section 2.4.2)

LANE Control Communications (Section 2.4.5)

b) Synchronization Plane
LECS Synchronization (Section 2.4.3)
LES-SM S Database Synchronization (Section 2.4.4)

c¢) Data Plane
BUS Data Communications (Section 2.4.6)
SMS Data Communications (Section 2.4.7)
The above communications refer to only the communications within the LANE Services. Communications to and

from LE Clients are defined in the LUNI specifications [3],[5]. The following sections overview the various
communications required for LNNI.

2.4.1 Full Mesh Connectivity
In several instancesit is desirable to providefull-mesh connectivity between a set of servers. These instances
include:

LNNI Control Coordinate VCCs between LES

LNNI Multicast Forward VCCs between BUSs

LECS Synchronization VCCs between LECSs
Full-mesh connectivity implies that any member node of the mesh can send a message directly to any combination
of other members of the mesh, and can receive a message from any member of the mesh, without that message being
relayed by any other node. Some combination of point-to-point and point-to-multipoint V CCs must be used to
create afull-mesh.
The basic sender and receiver requirements for implementing afull mesh are:

a) To transmit a message to another member of the mesh, a sender must have one or more point-to-point and/or
point-to-multipoint VCCs to the other members of the mesh. The choice of how many VCCs are used, and
how many copies of the message are sent on those VCCs, is at the discretion of the sending node, subject to the
following constraints:

The message must reach at least all of the other nodes of the mesh to which it is addressed and
The message must not be sent more than once to any other node in the mesh.

b) Inorder to alow sendersto conform to (a), a node in the mesh must not refuse acall SETUP from any other
member of the mesh that meets the requirements imposed on the call SETUP parameters, themselves. In
particular, it must allow any number of connections from another member of the mesh.
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¢) The protocolsused over afull mesh must be such that they do not require a message to be delivered to one
member, but not another member, of the mesh. That is, the sender must never be required to not send a
particular message to another node.

d) Asan optimization, point-to-point VCCs, if bi-directional, may be used in both directions. When a node
realizes that it has more than one point-to-point VCC to another node, and that the VCCs are equivalent (in
terms of QoS) to each other, then it uses the LUNI rules for duplicate Data Direct VCCs (Section 8.1.13 of [5])
to select one of those VCCsfor all point-to-point transmissions to that other node. The "extra' VCC is not
immediately released; it may be timed out and released if it is not used for some length of time.

Under these constraints, awide variety of VCC implementations are possible. In particular, a sender may set up a
single point-to-multipoint VCC to all other members of the mesh, and send all messages on that VCC.
Alternatively, the sender may set up a point-to-point VCC to every other member of the mesh, and send one copy of
amessage on each VCC required to reach the intended nodes.

Note that these requirements say nothing about whether these VCCs connect to other nodes not in the mesh. For
some protocols and some meshes, it may optimize VCC usage to allow off-mesh and on-mesh traffic to use the
same point-to-multipoint VCC.

In Figure 2-2, an example four-node full meshiisillustrated. The four nodes use four different methods for
connecting to the other nodes.

Server-A

Figure 2-2: Example of Full Mesh Connectivity between Servers

Server-A (thick, solid lines) tries to minimize wasted bandwidth. It maintains both a point-to-multipoint VCC to
the other nodes B, C and D, and also a point-to-point VVCC to each other node. It uses the appropriate VCC to send
each message to exactly the other nodes to which it needsto go. When it first wasinitialized, it also set up a point-
to-point VCC to node B. However, the point-to-point VCC set up by B was preferable by the LUNI rules, so the
A-B point-to-point VCC set up by A hastimed out and been released. Both A and B use the point-to-point VCC
setup by B.

Server-B (thick, dashed lines) depends on point-to-point connections to other nodes. 1t makes no point-to-multipoint
VCCs. If it has amessage to send to all three nodes A, C, and D, it must transmit three copies, one on each point-
to-point VCC.

Server-C (thin, dotted lines) is trying to minimize multiple transmissions. It also has a requirement to send some

messages both to destinations within the mesh, and outside the mesh. It therefore maintains two point-to-
multipoint VCCs. One goes to just the other members of the mesh. It usesthis VCC for traffic that goes to one or
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more of the other nodes. The second goes to all other members of the mesh and to two off-mesh nodes. It usesthis
V CC for traffic that goesto both areas. With this scheme, C does not have to transmit twice the messages that are
going both to in-mesh and off-mesh nodes.

Server-D (thin, solid lines) utilizes a single point-to-multipoint VCC to reach A, B and C. When sending, it
ignores the point-to-point VCCs established to it by B and A. Every message it sends goesto all other nodes. If it
has a message to send just to B, then C and D must know, by looking at the message, to ignore it.

There are many other possible configurations.

2.4.2 Configuration and Status Communications

LESs and SM Ss obtain configuration information from an LECS over Configuration Direct VCCs. LECSs obtain
the status of LESs and SM Ss over the same connection. Figure 2-3 depictstypical Configuration Direct VCCs.

Each LES and SMS must establish a Configuration Direct VCC to an LECS and download their configuration. The
configuration includes:

the list of neighbouring LESs and SM Ss to which the LES/SM S must connect and with which the
LES/SM S must synchronize databases,

aserver |ID (SID) uniquely identifying this server within the ELAN, and,
for LESs, arange of LECIDs which the LES may assign to itslocal LE Clients.

Note that the list of neighbouring serversis not necessarily the complete list of SMSs and LESs serving the ELAN,
but only those with which this particular LES or SMS must directly synchronize databases. Each server directly
synchronizes its database only with a subset of the other servers, SCSP reliably propagates database synchronization
across the set of servers. After synchronization, the complete list of LESs and SM Ss serving the ELAN may be
obtained via the registration database, which maintains a copy of all active LESs, SMSs, LE Clients, and
registrations.

LECS-1 1LECS Synchronization VCC> LECS-2

Direct

SMS-1 SMS-2 SMS-3 SMS-4

Figure 2-3 Configuration and Status Communications

Once an LES or SMSis operational, it must have established a Configuration Direct VCC to the LECS. This

V CC is established using the same procedures for connecting to an LECS as defined in the LUNI specification [5].
While operational, LESs and SM Ss send Keep-Alive-Notices (see Section 5.2) to the LECS over the Configuration
Direct VCC. Each Keep-Alive-Notice containsinformation identifying a set of serversthat are operational. The
LECS uses this information so that LE Clients do not get assigned to non-operational L ESs and to update the
synchronization topology. The LECS sends a Keep-Alive-Response as an answer to each Keep-Alive-Notice, and
the Keep-Alive-Response indicates the allowed interval before the next Keep-Alive-Notice must be received by the
LECS. If theinterval expireswithout the LECS receiving anew Keep-Alive-Notice identifying the server(s) the
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LECS assumes that the server(s) is non-operational. The LECSwill not assign an LE Client to a non-operational
LES. Notethat the LUNI specifications[3],[5] do not require that an LE Client maintains the Configuration Direct
VCC, nor do LE Clients participate in the Keep-Alive protocol.

The Configuration Direct VCC from an LES or SM S uses the same signalling parameters as the Configuration
Direct VCCsfrom an LE Client asdefined in [5]. Co-located LANE entities may use the same VCC for their
configuration and Keep-Alive-Notices. Multiple LANE components using the same Configuration Direct VCC may
include multiple server identifications in a single Keep-Alive-Notice (as opposed to sending multiple Keep-Alive-
Notices). For example, adevice with 3 LESs and 4 SMSs may have a single Configuration Direct VCC to an
LECS, and may send a single Keep-Alive-Notice to the LECS which contains information identifying all 7 servers
asoperational. Alternatively, the device may have 7 Configuration Direct VCCsto an LECS, and send 7 Keep-
Alive-Noticesto the LECS, each identifying a single server.

If aLES or SMStemporarily lose their configuration direct VCC, they may continue to maintain their connections
to their peer servers and local LE Clients until their KeepAlive time expires. If aLESs or SMSs KeepAlivetime
expires, then it must terminate all peer server connections and return to the initial state. However, aLES can
continue to serve the local LE Clients. When the LES is able to re-establish communication with the LECS, it
must once again enter the configuration phase. In such an event, the LES may attempt to reuse the LECID range
that was previoudly allocated to it by requesting the same LECID range in afuture LE_ CONFIGURE_REQUEST.
During the configuration phase, the LES would not have any neighbours assigned sinceit isin the initial state.
Hence no synchronization of the changeisrequired. If an LECS receivesthe LECID range TLV ina
LE_CONFIGURE_REQUEST from the LES, it should attempt to return a superset of the requested LECIDsto the
LES.

2.4.3 LECS Synchronization

Since each LES or SMS connectsto asingle LECS, a particular LECS may not directly receive status from all
service components. Thus, LECSs must exchange LES and SM S status information among themselves. In order to
distribute this status information, all LECSs participating in an ELAN must maintains an LECS Synchronization
VCC to al other LECSsin the network. This full mesh of connections between LECS can use a combination of
point-to-point and point-to-multipoint connections as described in Section 2.4.1.

There are 2 ways in which an LECS may learn of the other LECSsin the network.
1. Each LECS may be configured with the ATM address of other LECSs in the network.

2. AnLECS should dynamically determine the ATM addresses of other LECSs by using ILMI and querying
thelocal ATM switch.

Upon determining that an incoming VCC is from another LECS, an LECS may attempt authentication to determine
if Keep-Alive information should be shared with this neighbour. Valid types of authentication include, but are not
limited to, no authentication (i.e. assume that neighbour istrusted and share information) and comparison against the
configured/ILMI list of LECSs (i.e. only authenticate LECS connections if configured to do so). If duplicate VCCs
are established between two LECSs, the rules for duplicate Data Direct V CCs (Section 8.1.13 of [5]) are used so that
one of the VCCs ages out.

Once an LECS connects to another LECS, it periodically sends LECS Synchronization Messages on behalf of its
locally attached servers. The Synchronization Message from the LECS is distinguished from a Keep-Alive from a
server viathe op-code of the control packet. The Synchronization Message from an LECS contains information
identifying which servers are considered |locally attached and operational by that LECS. Thuseach LECSis
informed, either directly or indirectly, of the status of al operational servers.

The LECS can cause a server to reinitiate configuration by sending the server a configuration trigger. Upon receipt
of the trigger, the server must re-request its configuration from the LECS, and modify its configuration accordingly.
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This mechanism is used, for example, for the LECS to inform a server that another server has become operational
and that it should now attempt to connect to the other server.

2.4.4 LES-SMS Database Synchronization

LESs and SM Ss use SCSP to synchronize their databases. As part of their configuration, a server receives alist of
neighbour servers from the LECS. The server then establishes Cache Synchronization VCCsto their neighbours.
Synchronization occurs only between neighbouring servers.

It is recommended that SCSP messages be exchanged over point-to-point Synchronization VCCs, although sending
SCSP messages over point-to-multipoint VCCsis not prohibited. However, the use of point-to-multipoint dual
function VCCs o carry both LANE Control and SCSP Control communications cannot result in an SMS receiving
LANE Control frames

At the LECS, a set of serversfor an ELAN may be configured. Each server may be configured with a set of
neighbouring servers for the purpose of database synchronization. The LECS uses a combination of the configured
neighbours and the active servers when returning aneighbour list to aserver. Inthe most simple case, no servers are
configured for the ELAN, and the LECS returns to each server the set of active serversfor that ELAN (no
configuration isrequired!). At the other extreme, an entire server topology (set of servers and their neighbours) is
configured at the LECS and the configured information is returned, regardless of status. The LNNI protocols permit
various grades of configuration versus plug-and-play under the control of a system administrator.

The LECS uses the following guidelines when returning a set of neighbour servers:

1. If aset of neighboursis configured, the configured neighbours are included in the returned neighbour list. A
subset of the active servers may aso be included.

2. If aset of neighboursis not configured, then a subset of the active serversis returned in the neighbour list.

3. Ineither case, the LECS may use configuration triggers to inform operational servers of anew server with
which they should synchronize.

When an LES or SMSis becoming operational, or when it isinformed of anew server with which it should
synchronize, it establishes a Cache Synchronization VCC to its neighbour server(s). These VCCsare LLC-
multiplexed and may be used for both SCSP (Cache Synchronization) and Control Coordinate (LE Control frame
forwarding). A server'sprimary set of Cache Synchronization VCCsisinitially established for the purpose of
database synchronization, although they may also be used to carry LANE Control Communications. Through
synchronization, a server may learn of more non-neighbour servers, and will establish additional Control Coordinate
VCCsto these servers. These additional Control Coordinate VVCCs are used only for only LANE Control
Communications as discussed in Section 2.4.5. They do not carry SCSP Control Communications.

Each LES may setup any combination of point-to-point or point-to-multipoint Cache Synchronization VCCs for its
Database Synchronization. LESs must accept Cache Synchronization VCCs from other LESs when at all possible.
If duplicate VCCs are established between two LESs, then the rules for duplicate Data Direct VCCs (Section 8.1.13
of [5]) must be used so that one of the VCCs ages out. SCSP messages are most likely exchanged over point-to-
point Cache Synchronization VCCs, although sending SCSP messages over point-to-multipoint VCCsis not
prohibited. However, the use of a point-to-multipoint Cache Synchronization VCC to carry both LANE Control
and SCSP Control communications cannot result in an SM S receiving LANE control frames. Refer to Figure 2-4
for an example of SCSP Control communications over Cache Synchronization VCCs.
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Figure 2-4 Cache Synchronization VCCs for SCSP Communications

After a Cache Synchronization VCC is established, the server synchronizes its database with its neighbour. Each
server maintains a compl ete and up-to-date copy of the LNNI database, which includesinformation on al LESs,
BUSs, SMSs, and LE Clientsin the ELAN, and the registrations associated with all clients and servers. This
information is used to answer and forward control and data frames in the appropriate manner. Since SMSs do not
require unicast registration information, the following SCSP optimizations are permitted (when configured).

SM Ss may acknowledge and discard any received unicast registration information.

SMSs may acknowledge and discard any received multicast registration information that does not pertain to the
MAC addresses served by that SMS.

LESs are not required to flood unicast registration information to neighbour SM Ss.

SMSs are not required to flood information received from one neighbour to their other neighbours.

When operating in this mode, it is the responsibility of the system administrator to ensure that removal of the
SMSs would not result in partitioning of the SCSP topology into “islands”.

As one example SCSP topology, al servers may be connected in amesh. The LECS would inform al servers, asa
new server became operational, thus continuing the full mesh connectivity. As another example, the LESs may be
connected in afull mesh, with the SM Ss operating with connections(s) into the LES mesh. All LESs and some

SM Sswould be natified by the LECS when a new LES became operational. When an SM S became operational, the
LECS would only notify those LESs with which it must synchronize. Many other topologies are also permitted,
and a server may not assume anything about the topology except for the optimizations previously mentioned.

Each entry in the synchronized database is tagged with alifetime for the information. Servers entering an ELAN
include a server advertisement in their registration database. SCSP reliably propagates the information to all other
servers that are then informed of the new server. Similarly, when LE Clients join, register, unregister, or terminate,
thelocal LES includesthe information in itslocal database. Thisinformation istransformed into an appropriate
client advertisement, and SCSP ensures that all other servers learn the updated client information.

Page 14 of 120 ATM Forum Technical Committee



LAN Emulation Over ATM Version 2 - LNNI Specification af-lane-0112.000

Server information is originated with a shorter lifetime than client information. In thisway, server failures are more
quickly naticed than client failures. When server information ages out of the database, all client information
originated by that server is automatically purged.

The registration database synchronized by SCSP includes the following information for each server:
Server information

ATM address, SID

BUS information (for LESS)
ATM address Loca LE Client information (for LESSs)
LECID, primary ATM address, LE_JOIN response flags
Local LE Client registration information (for LESS)
Registrationsincluding registered TLV's, assignmentsto SM S as receiver
Multicast information (for SMSs)
Served multicast addresses and serving ATM addresses

SCSP operation and general frame formats are defined in [4]. The frame formats for LNNI SCSP are defined in
Section 4.1.1, and LNNI specific actions associated with the SCSP protocol are defined in Section 5.4.2.

2.4.5 LANE Control Communications

Each LESisresponsible for distributing LE_ARP requests for unregistered destinations from local LE Clients to
local LE Clients and to other LESs. LESs must also forward LE_ARP responses back to the originator.
Additionally, LESs must be able to forward LE_FLUSH responses and LE_ TOPOLOGY requests to the correct
destination(s). Other LANE control frames (such asLE_JOIN, LE_REGISTER, LE_UNREGISTER, and

LE VERIFY frames) are never transmitted between servers.

Each LES may setup any combination of point-to-point or point-to-multipoint Control Coordinate VCCsto
accomplish this distribution, and it may also use the Cache Synchronization VCCs originally established for SCSP
communications. Figure 2-5 illustrates atypical set of Control Coordinate VCCs. LESs must accept the Control
Coordinate VCCs from other LESs when at all possible. If duplicate VCCs are established between two LESS, then
the rules for duplicate Data Direct VCCs (Section 8.1.13 of [5]) must be used so that one of the VCCs ages out.
When deciding whether to use point-to-point VCCs or point-to-multipoint VCCs to interconnect LNNI Control and
Synchronization VCCs, it isimportant to keep in mind the following:

1. Itisrecommended that SCSP messages be exchanged over point-to-point V CCs, although sending SCSP
messages over point-to-multipoint VCCsis not prohibited. The use of point-to-multipoint VCCs for
SCSP frames may result in unnecessary replication of frames during synchronization activities. The LNNI
requiresthat individually addressed (Ser ver 1 d) CSAs be sent to all interconnected servers. |If these servers
are interconnected via a point-to-multipoint VCC, then all serverswill receive SCSP messages intended for
all the other servers participating in the synchronization topology. The receiving servers will need to
discard these various SCSP messages not directed to its SeverGroupld and Serverld. Additionaly, if any
receiving server fails to respond to the SCSP message, the sending server must resend the SCSP message,
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again resulting in all interconnected servers receiving a duplicate CSU request message intended for asingle
server.

2. Because Control Coordinate and Cache Synchronization VCCs are LL C multiplexed, the same VCC can
carry both types of traffic. However, the use of a point-to-multipoint VCC to carry both LANE Control
and SCSP Control communications must not result in an SMS receiving LANE Control frames.

3. Poaint-to-multipoint VCCs are often selected in an effort to reduce frame replication within a particular
server’simplementation. Implementing the LNNI control plane with point-to-multipoint VCCsis
recommended as it reduces the need to replicate a control frame for each receiving server in the control plane
(frame replication would be necessary in anetwork of servers interconnected via point-to-point VCs). It
should be noted, however, that the use of point-to-multipoint VCsin the LNNI does not eliminate the need
for the LES to replicate frames under al circumstances. For example, LE_ARP frames may be transmitted
on both Control Distribute VCsto locally attached LE Clients and on Control Coordinate VCCsto all
other LESs, and as such the LE_ARP frame must be replicated in order to adequately satisfy this
requirement.

LES#2 LES#3

BUS#3

:Control
ECoordinate;": DY
'VCCs & -

LES#4
BUS#4

LES#1
BUS#1

ip2mp.-
Figure 2-5 Control Coordinate VCCs for Control Communications

LESs never forward control frames from an LES to any other LES, for it is the originating L ESs responsibility to
distribute the frames to all required servers. Logically, the collection of LESsis amesh, with each LES directly
communicating to all other LESs.

The Control Coordinate VCCs are LLC-multiplexed VCCs and thus may also be used to carry other protocols.
Servers may use any LLC-multiplexed VCC between the correct ATM addresses as Control Coordinate VCCs. The
correct endpoints of the Control Coordinate VCCs may be returned in the configure response, or may be distributed
as part of the registration database.

2.4.6 BUS Data Communications

Each BUS s assumed to be logically paired with an LES. No protocol is defined between a paired LES and BUS,
although the BUS is assumed to have access to the registration database maintained by the LES. BUSs are
responsible for forwarding broadcast, some multicast, and initial unicast datato and from their local LE Clients.

The LES database includes the ATM address of all BUSs. Each BUS is assumed to have access to this information.
The collection of BUSsislogically a mesh, with each BUS directly connected to all others.

Each BUS may setup any combination of point-to-point or point-to-multipoint VVCCs to accomplish its forwarding

objectives. The VCCs established between BUSs are referred to as Multicast Forward VCCs. Figure 5 depicts a
typical set of Multicast Forward VCCs for BUS Data Communications. BUSs must accept Multicast Forward
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V CCsfrom other BUSswhen at all possible. If duplicate Multicast Forward V CCs are established between two
BUSs, then the rules for duplicate Data Direct VCCs (Section 8.1.13 of [5] must be used so that one of the VCCs
agesout. The use of point-to-multipoint VCCsis constrained only by the fact the LUNIv1 LE Clients need not
accept multiple Multicast Forward VCCs. This constraint may cause some frames to be replicated (sent on multiple
VCCs) by the BUS.

LES#2 LES#3
BUSH#2 ¢ BUS#3

\Forward |
VCCs__*
LES#1 LES#4
BUSH#1 & BUS#4

fp2mp, -~

- - -

Figure 2-6 Multicast Forward VCCs for Data Communications

Multicast Forward VCCs are signalled as specified in the LUNI specification [5], and, in particular, are not LLC-
multiplexed (unlike Control Coordinate VCCs). A single point-to-multipoint Multicast Forward VCC may have
both BUSs and LE Clients asleafs. Such VCCs may be used to improve forwarding throughput at the cost of
additional VCCs.

A BUS forwards dataand LE_FLUSH requeststo LE Clients and to other BUSs.

A BUS must never forward a frame received from a BUS to another BUS, for it is the originating BUS's
responsibility to distribute the frame to al required BUSs. The collection of BUSs serving an ELAN is meshed.

A BUS may receive frames from an LE Client, another BUS, or an SMS. Through unspecified communications
with the LES, the BUS knows the ATM address of LE Clients, BUSs, and SMSs, so it can classify an incoming
V CC as belonging to one of these groups. BUS frame handling differs for frames from LE Clients, BUSs, or
SMSs.

A BUS must forward broadcast frames from alocal LE Client to all local LE Clients and to all other BUSs. Unicast
frames from alocal LE Client must be forwarded in at least the direction of the destination. This may beto alocal
LE Client or to another BUS.

The BUS's handling of multicast frames differs depending on how the Selective Multicast Flag was set in the
LE_JOIN responseto an LE Client. An LE Client for which the Selective Multicast Flag was set in the LE_JOIN
response is referred to as an SMF-LE Client. Otherwise, the LE Client isreferred to asnon-SMF LE Client. A
LUNI v1 LE Client isanon-SMF LE Client by definition. Whether an LE Client isan SMF LE Client or non-
SMF LE Client isincluded in the registration database.

The following exampleillustrates typical BUS forwarding behaviour. A multicast frame received from alocal LE
Client must be forwarded to all local non-SMF LE Clients, local SMF LE Clients that registered for the multicast
destination, and al other BUSs. A multicast frame received from a BUS must be forwarded to al local non-SMF LE
Clients and to local SMF LE Clients registered for the multicast destination. A multicast frame received from an
SM S must be forwarded only to local non-SMF LE Clients.
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2.4.7 SMS Data Communications

A Selective Multicast Server processes frames from LUNI v2 LE Clients destined for a selected set of multicast
MAC addresses. Every SMS (and LES) obtains a complete copy of the registration database for the entire ELAN via
SCSP, so every SMS knows of every other SMS and BUS. An LE Client cannot distinguish a Multicast Forward
established by aBUS from a Multicast Forward established by an SMS.

When aLUNI v2 LE Client LE_ARPs for amulticast address, the LES should assign the client to an SMSasa
sender if an SMSis available for that destination. An SMSis configured with which multicast MAC addressesit is
to serve, and the complete set of SMSs and the MAC addresses served by each isin the registration database. The
LES may use this information to decide to which SMSthis LE Client should be assigned as asender. The
algorithm used by the LES to make this assignment is not specified. The assignment is complete when the local
LES returnsthe ATM address of an SMSinthe LE_ARPresponse. If no SMSfor the requested multicast addressis
registered, then the LES must return aBUS's ATM addressin the LE_ARP response. At any later point, the LES
may move the LE Client from the BUS to a particular SMS by issuing a LE_NARP request to that client.

In order to receive multicast frames, SMF LE Clients must register multicast addresses with the LES. At
registration, the LES must determine to which SM S this receiver should be assigned (if any are available for the
requested multicast MAC address).

All SMSs are notified that the LE Client has been assigned to a particular SMS as areceiver viathe registration
database. The LE Client is notified of the SMS to which it has been assigned a receiver when the SMS establishes a
Multicast Forward to the LE Client.

An ELAN, and hence all the ELAN's SMSs, may operate in either distributed or stand-alone mode, as determined by
the network administrator. In stand-alone mode, each SM'S maintains a point-to-multipoint Multicast Forward VCC
to al receiver LE Clientsin the ELAN for a particular multicast address. The SMSisresponsible for transmitting
multicast frames directly to all SMF LE Clients registered for the MAC, and to all BUSs. The BUSs, in turn,
forward the framesto all non-SMF LE Clients.

In distributed mode, each SM S maintains two sets of point-to-multipoint Multicast Forward VCCs. One set of
Multicast Forward V CC(s) connectsto all of the SMS's assigned SMF LE Client receivers for thisMAC, to all
BUSs, and to all other SMSs. The other set of Multicast Forward VCC(s) connects to al of the SMS's assigned
SMF LE Client receivers for this MAC, but not to any BUS nor to any other SMS.
The SMS sends any multicast frame received from one of its own sender LE Clients to:

all of itsown receiver LE Clients

the other SMSs (which in turn forward to their local SMF LE Clients for that MAC), and

to al BUSs (which forward to their local non-SMF LE Clients).
The SMS sends any multicast frame received from another SMS only to its own receiver LE Clients.

Since the SMS knows at the time each incoming connection is established whether or not it is from another SMS,
it can associate the incoming connection to the proper Multicast Forward VCC(S).

Note that no frame replication isrequired at the SMSin either mode. Stand-alone mode resultsin alower multicast
latency, since a multicast frame need be collected and re-transmitted in only one SMS. Distributed mode resultsin a
lower number of VCCsif three or more SMSs are present. The total cost of establishing SMS Multicast Forward

V CCsis expected to be lower for the distributed mode, because almost all of the endpoints are local to the SMS, and
not distributed all over the ELAN.
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Stand-alone mode for SMSsis depicted in Figure 2-7, and distributed mode in Figure 2-8. In both figures, SMF LE
Clients (LEC) 1 and 2 have been assigned as receivers to SMS#1, and SMF LE Client 3 to SMS#2. Also in both
figures, two BUSs have been shown. All three SMF LE Clients and Non-SMF LE Clients #1 and #2 are assigned
to BUSH#1, and only the Non-SMF LE Client#3 is assigned to BUSH?2.

Note that Multicast Send V CCs from each LE Client are not shown. Also, note that the forwarding rules for a
VCC-Mapped BUS or Intelligent-BUS must be complied with to avoid duplicate packets.

SMS#1 SMS#2

SMF LEC #1 | |SMF LEC #2 | |SMF LEC #3 BUS#1 BUS#?2

LEC = LE Client

[Non-SMF LEC#1 | || [Non-SMF LEC#2 | | [ [Non-SMF LEC #3

Figure 2-7: Stand-Alone Mode SMSs

SMF LEC #1 | |SMF LEC#2 | |SMF LEC#3 | BUS#1

LEC = LE Client

[Non-sMF LEC #1 | ||[Non-SMF LEC #2 | || [Non-SMF LEC #3

Figure 2-8 Distributed Mode SMSs

In both modes, BUS#1, which is assigned all three SMF LE Clients as well as Non-SMF LE Clients #1 and #2,
needs three Multicast Forward VCCsin order to avoid duplicating frames. One VCC goesto all of its LE Clients,
and only its LE Clients. ThisVCC isused only to forward frames received from the other BUS. The second VCC
goesto al of its LE Clients, and to the other BUS, aswell. ThisVCC isused to forward frames received from any
of its own LE Clients, whether SMF or Non-SMF. The third VCC goesto only its Non-SMF LE Clients. This
VCC isused only for frames received from an SMS. BUS#2 needs only two VCCs; the first and third types are
equivalent to it, because it has no SMF LE Clients. The BUS's Multicast Send VCCs are not shown.
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2.5 SCSP Overview

2.5.1 Server Synchronization Overview

SCSP may be considered to be composed of two sublayers: the protocol independent layer and the protocol dependent
layer. The protocol independent sublayer consists of the Hello protocol, the Cache Alignment protocol and the part
of the Client State Update (CSU) protocol that is independent of the type of server being synchronized. The Hello
protocol maintains SCSP level connectivity between neighbouring servers. The Cache Alignment (CA) protocol
allows a server to synchronize its entire cache with the cache of a neighbour server. The protocol dependent layer
contains part of the CSU protocol that is specific to the type of server being synchronized. The Client State Update
protocol isused by a server to flood the change in state of one or more of its cache entries throughout the group of
aligned servers. The CSU protocol may only be used on alink to another server after the initial Cache Alignment
has occurred between the servers on each side of that link.

When an LES or SMS establishes a Cache Synchronization VCC to a neighbouring server, it initiates the Hello
Protocol with that neighbour. Control Communications may use the VCC before the Hello Protocol has recognized
both servers as being operational for SCSP. Once the neighbours recognize each other viathe Hello Protocol, the
LES or SMS synchronizes its current registration database with that of its neighbour using the Cache Alignment
protocol. After the Cache Alignment has completed, both servers have the same information in their registration
database. The use of the Cache State Update in LNNI is covered in the following section.

2.5.2 Basic LNNI SCSP Operation

This section defines the protocol specific layer procedures of SCSP when that specific protocol is LNNI. Thus, the
following contains procedures relative to the use of CSU Request and CSU Reply messages. CSU messages contain
zero or more Client State Advertisement records (CSA records). CSA records embody the change in state
information necessary to update a given cache entry. For LNNI, a CSA record may indicate that a new server has
become operational, or a MAC address has been unregistered, etc. For example, if an LE Client leaves the ELAN,
itslocal LES purges information from the LNNI database by sending an LSA for that client with alifetime of zero;
all other LES and SM S receiving this CSA delete information on this client from their local cache. A CSA record
isplaced in aCSU Request and is sent to another server to advertise the change in state of this shared cache entry. A
server acknowledges the receipt of a CSA record in a CSU Request by placing the CSA record into a CSU Reply and
sending that reply to the server from which the CSU Request was received.

A CSA record contains the following fields, among others: an Originator ID (OID), a CSA Cache Key (CSA CK),
and a CSA Sequence Number (CSA SN). The server that creates a CSA assignsthe OID (itself), aCSA CK, and a
CSA SN to the CSA. These fields stay with the CSA asit moves from server to server and are part of the server
cache entry when the advertisement is deposited in a server. Thesefields identify a unique instance of a cache entry
which is shared throughout the LNNI. The OID and CSA CK uniquely identify the CSA, and the CSA SN
determines which instance of the CSA is morerecent. Whenever a server issues an updated version of a given CSA,
it must increment the CSA SN for that CSA.

2.5.3 CSU Processing

There are only afew simple rules from processing CSU messages. The following algorithm explains how Cache
State Advertisements are propagated between servers, and what happens to cache entries when an advertisement is
received. The rudimentary procedures are as follows:
a) If aserver receivesavalid CSA in CSU Request then:

the server updates its cache appropriately

the server ACKs the CSA by sending a CSU Reply which contains the CSA to the requesting neighbour
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the server sends a CSU Request containing the CSA to each neighbouring server except the server from
which the CSA was originally received

b) Else, if aserver detects an invalid CSA in a CSU Request then it must not change its cache based on the CSA.

If avalid CSA isreceived then the server's registration database is updated only if the CSA SN in the CSA islarger

than the CSA SN already associated with the matching entry being updated. Otherwise the CSA acknowledged and

dropped without further flooding. An entry is matching if and only if the OID (SID) and Cache Key are the samein
both the CSA and the cache entry in the registration database.
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3 Connection Management Services [Normative]

The signalling regquirements of the LAN Emulation LUNI are detailed in Section 3.3 of the LUNI specification [5].
Those requirements, specifically the rules for addressable components, the mandatory information elements, and the
information element contents, apply to the entities and communications of this specification with exceptions as
detailed in this section.

3.1 LLC-Multiplexed Virtual Channel Connections

This specification requires the use of both LLC-multiplexed and non-LLC-multiplexed VCCs. It is assumed that
LLC-multiplexed VCCs perform their own connection management, including timeouts, multiplexing, etc.
Multiple logical information flows may exist over asingle LLC-multiplexed VCC.

3.2 Addressable Components

LE Service entities use different types of VCCsfor LNNI communications. Basic procedures for distinguishing
different types of VCCs are described in Section 3.3 of the LUNIV2 specification [5]. The following requirements
arein addition to those procedures.

V CC types are distinguishable by the BLLI code values. The BLLI valuesrelevant to LNNI and the associated
VCCsarelisted in Table 3-1.

BLLI PID Valug VCC Types

BLLI Layer 3, PID | Configuration Direct, Control Direct, Control Distribute, LECS Synchronization
X”0001"

BLLI Layer 3, PID | Ethernet Multicast Send, Ethernet Multicast Forward
X" 0004"

BLLI Layer 3, PID | Token Ring Multicast Send, Token Ring Multicast Forward
X" 0005

BLLI L2, Value 12| LLC-Multiplexed Data Direct, Control Coordinate, Cache Synchronization

Table 3-1 BLLI Values and the Associated VCCs
BLLI values and the BLLI Information Element are further discussed in Section 3.3.2.

In certain cases, multiple VCC types use the same BLLI signalling element. In such cases, either additional
information is needed to distinguish the VCC types, or distinguishing the VCC typesis not necessary.

VCCsusing BLLI L3, PID X" 0001”

An LES may assume that an incoming VCC using thisBLLI IE isa Control Direct. An LECS may assume that an
incoming point-to-point VCC using this BLLI is both a Configuration Direct VCC and an LECS Synchronization
VCC. Itisnot necessary to distinguish between these two types of VCCs, the LECS processes both configuration
and keep-alive frames over such aVCC. Anincoming point-to-multipoint VCC to a LECS can only be a LECS
Synchronization VCC.

VCCsusing BLLI L3, PID X”0004” (or X”0005")

An Ethernet (Token Ring) BUS or SM'S must be able to distinguish an incoming VCC using BLLI PID X”0004”
(X0005") as either originating from an LE Client, aBUS, or an SMS. The BUS must examine the calling ATM
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address of theincoming VCC. If the calling ATM address of the VCC is not in the LNNI database, then the VCC
must be rejected. Otherwise, the caller can be classified as either a LE Client, BUS, or SMS based on itsATM
address.

3.3 SETUP and ADD_PARTY Message Contents

Theinformation elementsincluded in SETUP and ADD_PARTY signalling messages are exactly as specified in the
LUNI document with the following exceptions.

3.3.1 ATM Adaption Layer (AAL) Parameters

The AAL parametersincluded inaSETUP or ADD_PARTY message for LNNI connection are exactly as specified
in Section 3.3 of the LUNI specification [5] with the following exception.

Forward Maximum CPCS-CPU Size. Exactly as specified in Section 3.3 of the LUNI specification [5] for
Multicast Forward and Configuration Direct VCCs. Must be 1516 for LECS Synchronization VCCs, and
at least 1516 for Cache Synchronization and Control Coordinate VCCs. The signalled value for LLC-
multiplexed connections may be higher because this VCC may be shared by multiple protocols.

3.3.2 Broadband Lower Layer Information (BLLI)

The BLLI parametersincluded ina SETUP or ADD_PARTY message for LNNI connection are exactly as specified
in Section 3.3 of the LUNI specification [5] with the following expansion. The mapping between types of LNNI
VCCsand BLLI valuesisgivenin Table 3-1. Procedures for distinguishing the type of an incoming VCC are
described in Section 3.2.
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4 LNNI Frame Formats [Normative]

4.1 LNNI Control Frame

The Control Coordinate VCCs are all LLC encapsulated. The frame format for SCSP isdefined in [4]. The frame
format for LE Control is shown below:

Table 4-1. LNNI Protocol Control Frame

0 LLC=X"AAAAQ3" Ooul
4 Ooul FRAME-TYPE

8 ELAN-ID

12 LANE control frame (LE_ARP, etc.)

OUI = X"00A03E" which indicates ATM Forum. FRAME-TY PE = X" 000F".

4.1.1 Control Frame Opcodes

Table 4-2. OP-CODE Summary

OP-CODE Value OP-CODE Function
X" 000b” LNNI_CONFIGURE_TRIGGER
X" 000c” LNNI_LECS SYNC_REQUEST
X" 000d” LNNI_KEEP_ALIVE_REQUEST
X"010d" LNNI_KEEP_ALIVE_RESPONSE
X" 000¢" LNNI_VALIDATE_REQUEST
X"010¢" LNNI_VALIDATE_RESPONSE

Additional OP-CODE Valuesfor Control Frames can be found in Table 19 of the LUNI specification [5].

4.2 SCSP Packet Formats

LE Client information must be synchronized across all LESs and SM Ss within an ELAN. The LANE Service uses
SCSP for this purpose. Although SCSP solves the generalized problem of database synchronization/replication in a
protocol independent way, there are protocol specific extensions that are necessary in addition to SCSP. This section
defines LNNI specific extensionsto SCSP.

4.2.1 Mandatory Common Part Fields

SCSP requires the definition of common part fields for LNNI.
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4.2.1.1 Protocol ID

An SCSP packet contains a Protocol 1D that identifies the protocol that the packet is associated with, in this case
LNNI. The Protocol ID is a 16-bit field in the mandatory common part of the SCSP packet. The Protocol ID value
for LNNI =5 asdefinedin[4].

A LANE Service component MUST ignore any SCSP packet in which the Protocol 1D is not encoded as LNNI.

4.2.1.2 Sequence Number

When a server originates or refreshes a modified CSA it must increment the Sequence Number for that CSA. A
server must not increment the Sequence Number of a CSA if it has not changed. A server MUST increment the
sequence number when it refreshes a CSA with its neighbor (ie when it is trying to extend the lifetime of the
information).

4.2.1.3 Server Group ID

An SCSP packet contains a Server Group ID (SGID) which identifies the Server Group (SG) that the packet is
associated with. All LANE Service components serving the same ELAN belong to the same Server Group®. For
LNNI, the Server Group ID is equal to the Server Groupld. The Server Group ID is a sixteen-bit field in the
mandatory common part of the SCSP packet and is defined in [4].

The Server Groupl d isaconfigurable parameter for each LANE service component.

A LANE Service component MUST ignore any SCSP packet in which the Server Group ID is not equal to its
Server Groupld.

4.2.1.4 Sender ID

An SCSP packet contains a Sender ID field which identifies the transmitting server of an SCSP packet. The Sender
ID isavariablelength field in the mandatory common part of the SCSP packet defined in [4].

For LNNI the value of the Sender ID isthe value of the Serverld (LANE Service component Serverld). The
Sender ID Length is 2 bytes.

A LANE Service component MUST set the Sender ID field to Server I d and the Sender ID Len field to 2 prior to
transmitting an SCSP packet.

4.2.1.5 Receiver ID

An SCSP packet contains a Receiver ID field which identifies the intended destination server of an SCSP packet.
The Receiver ID isavariable length field in the mandatory common part of the SCSP packet defined in [4].

For LNNI the value of the Receiver ID isthe Serverld corresponding to one of the servers listed in the
SynchronizationPeerServerList. The Receiver ID Length is 2 bytes.

Server | d values which correspond with synchronization peers are obtained via the SCSP Hello protocol[4].

s Each ServerGrouplD is uniquely mapped to a single ELAN ID. The ELAN ID can not double as the Server Group ID because the LUNI
Specification [5] and RFC 2334 define the sizes of each field to be four octets and two octets, respectively.
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A LANE Service component MUST set the Receiver ID field to the Server 1 d corresponding to one of the
neighbours listed in the Synchr onizationPeer Ser ver L ist and set the Receiver ID Len field to 2 prior to
transmitting an SCSP packet.

4.2.1.6_Originator ID

Every CSA record contained in an SCSP packet contains an Originator 1D (OID) which identifies the LANE Service
component advertising the associated CSA record and is obtained through configuration. For LNNI, the OID is4
octets in length and is equivalent to 2 zero octets followed by the 2 octet Server|d.

A LANE Service component MUST set the Originator ID field of any CSA it originatesto its Serverld.

4.2.2 Client/Server LNNI Specific Part of a Cache Entry

CSA Recordsin SCSP contain a"Client/Server Protocol Specific Part" which contains the protocol specific
information for agiven server's cache entry. Note that for each CSA, the Server|d of the originator of the CSA
may be obtained from the originator-id of the CSA. Fields which areindicated as“must be zero,” must be zeroed on
transmit and ignored on receipt.

4.2.2.1 Cache Key

A CSA record contains a Cache Key Length and Cache Key. The Cache Key is set to aunique value that identifies
the data to the originating server, the length of the Cache Key is 4 bytes.

An LE Server MUST set the Cache Key field to a value which uniquely identifies the piece of databeing
synchronized and set the Cache Key Length field to 4 bytes prior to transmitting the SCSP packet.

The Cache Key must uniquely identify the CSA to the originating server. Certain fields in the CSA can change
without requiring a new Cache Key, but other fields must not change without changing the Cache Key. Thefields
which cannot change in a CSA without requiring a change to the Cache Key are marked in Sections 4.2.2.3 through
4.2.2.8

4.2.2.2 LNNI CSA Identifier Values

LNNI defines the following CSA types.

1. LESRefresh. Originated by an LESto indicate that the LES is expected to be operational for the given
lifetime.

2. SMSRefresh. Originated by an SMSto indicate that the SMSis expected to be operational for the given
lifetime.

3. LECIient Join. Originated by an LESto indicate that an LE Client has joined locally and is expected to be
operational for the given lifetime.

4. LEClient Unicast Registration. Originated by an LESto indicate that an LE Client has registered a
particular unicast LAN destination, and that registration is expected to be valid for the given lifetime.

5. LEClient Multicast Registration. Originated by an LESto indicate that an LE Client has registered a
particular multicast LAN destination, and that registration is expected to be valid for the given lifetime

6. SMS Multicast Registration. Originated by an SMS to indicate that the SMSis serving the particul ar
MAC address and is expected to do so for the given lifetime.
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4.2.2.3 LES Refresh CSA Record Format

Table 4-3. LES Refresh CSA Record Format

0 CSA ldentifier [ Number of TLVs Operational Status
=1
4 Remaining Lifetime
8 LESATM Address
28 BUSATM Address
48 TLV Type
52 TLV Length TLV Vaue
etc..

CSA Identifier - Identifiesan LNNI CSA type. Equals1for LES Refresh CSAs

Operationa Status - Identifies whether the LES is resource starved (e.g. memory or VC). Equals1if starved
else0.

Remaining Lifetime - The number of seconds before the CSA is considered invalid.

LESATM Address’ - The LLC-multiplexed ATM address of the advertising LE Server

(Server MuxedAtmAddress), used by other serversto build the LE Server Control Plane topology (full mesh of
Control Coordinate VCCs). The Server|d of this LES may be obtained from the Originator ID of the SCSP
packet.

BUSATM Address’ - ATM address of the BUS used to build a full mesh of Multicast Forward VCCs.

The LEC-ID Range TLV(s) returned in the latest configuration response should be included.

4.2.2.4 SMS Refresh CSA Record Format

Table 4-4. SMS Refresh CSA Record Format

0 CSA ldentifier | Number of TLVs Operational Status
=2
4 Remaining Lifetime
8 TLV Type
12 TLV Length TLV Value
etc..

CSA Identifier - identifiesan LNNI CSA type. Equals 2 for SMS Refresh CSA

Operationa Status - | dentifies whether the LES is resource starved (e.g. memory or VC). Equals 1if starved
else 0.

* Cannot change without changing Cache Key.
® Cannot change without changing Cache Key.
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Remaining Lifetime - The number of seconds before the CSA is considered invalid.
The Server | d of the SMS being refreshed may be obtained from the OriginatorID of the CSA.
There are no TLVs currently defined for this CSA.

4.2.2.5 LE Client Join Record

Table 4-5. LE Client Join Record

0 CSA Identifier =3 Number of TLVs Must be Zero
4 Remaining Lifetime
8 LE Client ID Response Flags Must be Zero
12 LE Client Primary ATM Address
32 TLV Type
36 TLV Length TLV Vaue
etc..

CSA Identifier - Identifiesan LNNI CSA type. Equal to 3 for an LE Client Join CSA.
Remaining Lifetime - The number of seconds before the CSA is considered invalid.
LE Client ID®- LECID of the registering LE Client

Number of TLVs- the number of TLVsfound in this CSA

Response Flags’ —the flag field of the JOIN_RESPONSE sent to the LE Client.

LE Client Primary ATM Address -Primary ATM address of the LE Client, used by LE Servers for duplicate ATM
address detection

TLV Type- Type of TLV as defined in the LUNI specification [5]. All TLVsthat were included in the
LE_JOIN_REQUEST MUST be included in this record.

TLV Length-  Length of the TLV Vaue.
TLV Vaue- Vaueof TLV.

Note that the LE Client Join CSA has a variable length due to the variable number of TLVs.

® Cannot change without changing Cache Key.
’ Cannot change without changing Cache Key.
® Cannot change without changing Cache Key.
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4.2.2.6 _LE Client Unicast Registration CSA Record Format

Table 4-6. LE Client Unicast Registration CSA Record Format

af-lane-0112.000

0 CSA ldentifier =4 | Number of Must be Zero
TLVs
4 Remaining Lifetime
8 LE Client ID Must be Zero
12 Registered LAN Destination
20 LE Client ATM Address
40 TLV Type
44 TLV Length TLV Vaue
etc..

CSA Identifier - identifiesan LNNI CSA type. Equal to 3 for Unicast Registration CSA.

Remaining Lifetime - The number of seconds before the CSA is considered invalid.

LE Client ID®- LECID of the registering LE Client

Number of TLVs- the number of TLVsfound in this CSA

Registered LAN Destination™ -

duplicate LAN Destination detection

LE Client ATM Address' -

address detection and in forwarding certain control frames (e.g. LE_ ARP_RESPONSE)

TLV Type-

LE REGISTER REQUEST MUST be included in this record.

TLV Length-  Length of the TLV Value.

TLV Value- Valueof TLV.

° Cannot change without changing Cache Key.
*% Cannot change without changing Cache Key.
" Cannot change without changing Cache Key.

ATM Forum Technical Committee

Unicast LAN Destination registered by the LE Client, used by the LESs for

ATM address of the LE Client, used by the LE Serversfor duplicate ATM

Typeof TLV asdefined in the LUNI specification [5]. All TLVsthat wereincluded in the
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4.2.2.7 LE Client Multicast Registration CSA Record Format

Table 4-7. LE Client Multicast Registration CSA Record Format

0 CSA Identifier =5 | Number of TLVS Must be Zero

4 Remaining Lifetime

8 LE Client ID SMS Server ID

12 Registered LAN Destination

20 LE Client ATM Address

40 TLV Type

44 TLV Length TLV Value (variable length)
etc...

CSA Identifier - identifiesan LNNI CSA type. Equals5 for LE Client Multicast Registration CSA.
Remaining Lifetime - The number of seconds before the CSA is considered invalid.

LE Client ID*2- LECID of the registering LE Client.

Number of TLVs- The number of TLVsfound in this CSA.

Registered LAN Destination™® - multicast MAC Address registered by the LE Client.

SMS Serverld - When SMSs are in distributed mode, identifies the SMS to which the advertising LE Server has
assigned the LE Client. Must be zero otherwise.

LE Client ATM Address* - The ATM address of the LE Client that registered this multicast MAC Address
TLV Type- Typeof TLV asdefined in the LUNI specification [5].
TLV Length-  Length of the TLV Value.

TLV Value- Valueof TLV.

'2 Cannot change without changing Cache Key.
'3 Cannot change without changing Cache Key.
' Cannot change without changing Cache Key.
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4.2.2.8 SMS Multicast Registration CSA Record Format

Table 4-8. SMS Multicast Registration CSA Record Format

0 CSA ldentifier =6 Number of TLVS Must be Zero
4 Remaining Lifetime
8 Registered LAN Destination

16 SM S Non-multiplexed ATM Address

36 TLV Type

40 TLV Length TLV Value (variable length)

etc..

CSA Identifier - Identifiesan LNNI CSA type. Equals 6 for SMS Multicast Registration CSA.
Remaining Lifetime - The number of seconds before the CSA is considered invalid.

Number of TLVs - The number of TLVsfound in this CSA

Registered LAN Destination™ - multicast MAC Address served by the advertising SMS

SMS Non-multiplexed ATM Address'® - ATM address that the advertising SM S has assigned for the multicast MAC
address. Used by the LE Serversto answer LE ARP Requests for the multicast MAC address

TLV Type- Type of TLV asdefined in the LUNI specification [5].
TLV Length-  Length of the TLV Value.

TLV Vaue- Vaueof TLV.

4.3 Data Frame Formats

LNNI Data Frame Formats are defined in Section 4.1 of the LUNI specification [5].

' Cannot change without changing Cache Key.
'® Cannot change without changing Cache Key.
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5 LNNI Protocols & Procedures [Normative]

5.1 Server Configuration

This section describes the configuration of LE Service components. LE Service configuration is composed of a
collection of configuration variables for each component, and the method by which these variables may be
configured. All configuration variables are assumed to start in avalid initial state. The setting of the initial state of
the variables is determined by means outside the scope of this specification.

Certain of the configuration parameters contain a “valid range” or “default” values. A variable MUST NOT be set
to an invalid value. Most ATM Emulated LANS, if composed entirely of LAN Emulation components compliant
with this specification, and whose components’ variable values are set to the default values, should operate correctly.
Altering the values away from the defaults may optimize the behaviour of specific configurations, but such
optimization is beyond the scope of this specification. Values outside the specified minima and maxima are likely
to result in an emulated LAN that functions poorly or not at all for many applications.

5.1.1 LECS Configuration

5.1.1.1 LECS Configuration Variables

The following LNNI configuration parameters apply to each LE Configuration Server.

51111 ObtainPeerListViallmi

Valid values: TRUE, FALSE.

Default value: TRUE.

Description: When TRUE, the LECS uses ILMI to obtain the list of LECSsin the network. The LECS then uses
thislist (minusits own ATM address) asits list of peer LECS for the purpose of LECS Synchronization
Communications. When FALSE, the LECS usesthe L ocallyConfiguredPeerL ecsList asitslist of peer

LECSs. Itisthe administrator’ s responsibility to ensure that each LECS hasthe ATM addresses of all peer LECSs
in its neighbour list.

51112 LocallyConfiguredPeerLecsList

Valid values: Any collection of ATM addresses

Default value: Empty.

Description: When ObtainPeer ListVial Imi is FALSE, this variable contains the list of peer LECSsfor this

LECS. When ObtainPeerListViallmi is TRUE, thisvariableisignored. It isthe administrator’s responsibility
to ensure that each LECS hasthe ATM addresses of all peer LECSsin its peer LECSIist.

51113 PeerConnectRetryTimeout
Initial Retry Timeout
Valid Values 10...30 seconds.

Default Value 10 seconds
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RetryMultiplier

Valid Values 2...5

Default Value 2

MaxRetry Timeout

Valid Values 30...300 seconds

Default Value 120 seconds.

Description: Servers must establish and maintain connection to peer servers. I nitialRetryTimeout specifiesthe
time in seconds that a server may wait before it retries after aVVCC setup fails. RetryMultiplier specifiesthe
factor by which the Peer ConnectRetryTimeout value must be multiplied before retrying subsequent failed VCC

setup. MaxRetryTimeout specifies the maximum time in seconds that a server may wait before it retries a setup
to the peer server.

51114 IdleLaneControlVccTimeout

Valid values: 10...3600 seconds (1 hour)

Default value: 120 seconds (2 minutes)

Description: If the server detects that a LNNI control VCC has been idle for more than

IdleL aneControlVccTimeout seconds, then the server SHOULD release that flow to recover from situations

where the remote entity has disappeared or where one of a set of duplicate VCCsisageing out. If the VCC isnot
used by other entities, then the VCC must be released..

51115 ConfigurationTriggerTimeout
Valid values: 10...300 seconds
Default value: 30 seconds

Description: The maximum time that an LECS should wait for a configuration request before retrying a
LNNI_CONFIGURE_TRIGGER.

5.1.1.1.6 KeepAliveTime

Valid values: 1...300 seconds
Default value: 30 seconds

Description: The LECS selects thistime and sends it to servers in Keep-Alive responses and to other LECSsin
synchronization frames within an Operational Server TLV.

5.1.1.2 Identifying Peer LECSs

An LECS MUST determine its set of peer LECSs either vialLMI or by using alocally configured set. If
ObtainPeerListVial Imi is TRUE, then the LECS MUST obtain its peer list viaILMI as described in the LUNI
specification[5]. If ObtainPeerListViallmi is FALSE, the neighbour list MUST be obtained from the
configuration variable L ocallyConfiguredPeerList.
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5.1.2 LES, BUS and SMS Configuration

5.1.2.1 LES Configuration Variables

The following LNNI configuration variables apply to each LES.

5.1.2.1.1 ElanName

Valid Values: Any SNMPv2 Display String of length 0-32 characters.
Default value: Unspecified.

Description: The name of the ELAN served by this server.

5.1.2.1.2 Elanid

Valid Values: Any non-zero unsigned 32-bit integer.
Default value: None.

Description: An unique identifier for the ELAN. ELAN IDs are used to demultiplex LLC-multiplexed VCCs, so
the ELAN ID must be unique across all ELANs which may have entities sharing an LL C-multiplexed VCC.

51.2.1.3 SynchronizationPeerServerList
Valid Values: Any collection of ATM addresses.
Default value: Empty.

Description: The serversidentified in thislist are the servers with which the local server must synchronize databases
using SCSP.

51214 ServerGroupld

Valid Values: Any non-zero unsigned 16-bit integer.
Default value: None.

Description: The Server Groupld uniquely identifies a group of LANE server components operating within an
ELAN. Each ELAN within the ATM Network must be configured with aunique Server Groupld. The
Server Groupld isused in control and synchronization frames to identify the Server Group (i.e. ELAN) of the
originated frame.

5.1.2.1.5 Serverld

Valid Values: Any non-zero unsigned 16-bit integer.
Default value: None.
Description: The Server|d uniquely identifies this server within the set of serversfor the ELAN. The Serverld is

NOT globally unique across ELANSs. The Serverld isused in control and synchronization frames to identify the
originator of arequest or datawithin an ELAN.
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51216 LecidRanges

Valid Values: A collection of (LowerBound, UpperBound) pairs where 1 <= L owerBound <= UpperBound <= 65279,
and where each pair in the collection represents a digoint range.

Default value: (X 1", X "FEFF" (65,279)). (see variable C14 in [3])
Description: Each LE Client in an ELAN must receive aunique LECID. Inan ELAN with distributed services,

each LESin the ELAN must be configured with a digjoint set of LECIDs to return to itslocal LE Clients. An LES
can only assign an LECID to alocal LE Client if it falls within one of the LECID ranges.

51217 PeerConnectRetryTimeout

InitialRetryTimeout

Valid Values 10...30 seconds.

Default Value 10 seconds

RetryMultiplier

Valid Values 2...5

Default Value 2

MaxRetryTimeout

Valid Values 30...300 seconds

Default Value 120 seconds.

Description: Servers must establish and maintain connection to peer servers. I nitialRetryTimeout specifiesthe
time in seconds that a server may wait before it retries after aVVCC setup fails. RetryMultiplier specifiesthe
factor by which the Peer ConnectRetryTimeout value must be multiplied before retrying subsequent failed VCC

setup. MaxRetryTimeout specifies the maximum time in seconds that a server may wait before it retries a setup
to the peer server.

51218 SMSModeOfOperation
Valid Values: DISTRIBUTED, STAND_ALONE
Default value: STAND_ALONE.

Description: Determines the mode of operation of the SMSsin the ELAN. This variable must be consistent across
all serversinthe ELAN.

51219 ServerRefreshLifetime

Valid values: 5...300 seconds.

Default value: 30 seconds.

Description: A server must refresh its server (LES/SMS) refresh CSA periodically to ensure that other servers do

not age out the CSA. The Server RefreshL ifetime isthe lifetime value used by this server in its originated
server (LES/SMS) refresh CSAs.
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5.1.2.1.10 ClientJoinLifetime

Valid values: 10...3600 seconds.

Default value: 60 seconds.

Description: A server must refresh the LE Client Join CSAs of local LE Clients periodically to ensure that other

servers do not age out the CSAs. TheClientJoinLifetime isthelifetime value used by this server iniits
originated LE Client Join CSASs.

512111 RegistrationLifetime

Valid values: 30...43200 seconds.

Default value: 300 seconds.

Description: A server must refresh the registration CSAs of local LE Clients periodically to ensure that other

servers do not age out the CSAs. The RegistrationLifetime isthe lifetime value used by this server in its
originated registration CSAs.

5.1.2.1.12 ServerMuxedAtmAddress
Valid values: any ATM address.
Default value: none.

Description: The ATM Address of the server used for LNNI LLC Multiplexed connections.

51.2.1.13 IdleLaneControlVccTimeout

Valid values; 10...3600 seconds (1 hour)

Default value: 120 seconds (2 minutes)

Description: If the server detects that a LNNI control VCC has been idle for more than

IdleL aneControlVccTimeout seconds, then the server SHOULD release that flow to recover from situations

where the remote entity has disappeared or where one of a set of duplicate VCCsis ageing out. If the VCC isnot
used by other entities, then the VCC must be released..

5.1.21.14 ServerReinitDelayMin
Validvalues: 1 ms...Server ReinitDelayM ax
Default value: 1 ms

Description: If the server must return to the initial state, it delays arandom amount of time before trying to
reinitialize. The minimum delay is given by Server ReinitDelayMin.

5.1.2.1.15 ServerReinitDelayMax
Valid values: ServerReinitDelayMin...10 seconds

Default value: 5 seconds
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Description: If the server must return to the initial state, it delays arandom amount of time before trying to
reinitialize. The maximum delay is given by Server ReinitDelayM ax.

5.1.2.1.16 ConfigurationRequestTimeout
Valid values: 10...300 seconds
Default value: 30 seconds

Description: The maximum time that an LES should wait for a configuration response before retrying a
configuration request to the LECS.

5121.17 SyncHopCount
Valid Values:; 1..20
Default: 10

Description: For each CSA that is advertised by a LNNI server (originator), SCSP requires a hop count field to be
set in the CSAS record to indicate how many hops the CSU message needs to be forwarded before it is dropped.
Thisisrequired in order to avoid loops. SyncHopCount determines the number of hops the CSU message can
traverse before it is dropped.

5.1.21.18 ControlRequestRetries
Valid Values: 1-10
Default: 3

Description: The maximum number of times that the server will send a control frame.

5.1.2.2 BUS Confiquration Variables

There are no LNNI configuration parameters for the BUS.

5.1.2.3 SMS Configuration Variables

The following LNNI configuration variables apply to each SMS.

51231 ElanName

Valid Values: Any SNMPv2 Display String of length 0-32 characters.
Default value: None.

Description: The name of the ELAN served by this server.

51232 Elanld

Valid Values: Any non-zero unsigned 32-hit integer.
Default value: None.

Description: An uniqueidentifier for the ELAN. ELAN IDs are used to demultiplex LLC-multiplexed VCCs, so
the ELAN ID must be unique across all ELANs which may have entities sharing an LL C-multiplexed VCC.
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51233 SynchronizationPeerServerList

Valid Values: Any collection of ATM addresses.
Default value: Empty.

Description: The serversidentified in thislist are the servers with which the local server must synchronize databases
using SCSP.

51234 ServerGroupld

Valid Values: Any non-zero unsigned 16-bit integer.
Default value: None.

Description: The Server Groupld uniquely identifies agroup of LANE server components operating within an
ELAN. Each ELAN within the ATM Network must be configured with aunique Server Groupld. The
Server Groupld isused in control and synchronization frames to identify the Server Group (i.e. ELAN) of the
originated frame.

5.1.2.35 Serverld

Valid Values: Any non-zero unsigned 16-bit integer.
Default value: None.

Description: The Serverld uniquely identifies this server within the set of serversfor the ELAN. The Serverld is
NOT globally unique across ELANS. The Serverld isused in control and synchronization frames to identify the
originator of arequest or datawithin an ELAN.

51.23.6 PeerConnectRetryTimeout

InitialRetryTimeout

Valid Values 10...30 seconds.

Default Value 10 seconds

RetryMultiplier

Valid Values 2...5

Default Value 2

MaxRetryTimeout

Valid Values 30...300 seconds

Default Value 120 seconds.

Description: Servers must establish and maintain connection to peer servers. I nitialRetryTimeout specifiesthe
time in seconds that a server may wait before it retries after aVVCC setup fails. RetryMultiplier specifiesthe
factor by which the Peer ConnectRetryTimeout value must be multiplied before retrying subsequent failed VCC

setup. MaxRetryTimeout specifies the maximum time in seconds that a server may wait before it retries a setup
to the peer server.

Page 38 of 120 ATM Forum Technical Committee



LAN Emulation Over ATM Version 2 - LNNI Specification af-lane-0112.000

51237 OptimizedSmsTopology

Valid Values: TRUE, FALSE
Default value: FALSE.

Description: If TRUE, an SMS may discard unicast registration data received via SCSP, and is not required to flood
synchronization data received on one port out its other ports. If TRUE, then aLES s not required to synchronize
unicast registration data to neighbour SMSs. If FALSE, an SMS must maintain a complete registration database
including unicast information, and must flood new data out all ports as specified by the synchronization protocol. If
FALSE, then an LES must synchronize unicast registration data with neighbour SMSs. When TRUE, it isthe
responsibility of the system administrator to ensure that removal of the SM Ss would not result in partitioning of the
SCSP topology into “islands’.

5.1.2.38 SmsModeOfOperation

Valid Values: DISTRIBUTED, STAND_ALONE
Default value: STAND_ALONE.

Description: Determines the mode of operation of the SMSsin the ELAN. This variable must be consistent across
all serversinthe ELAN.

5.1.239 SmsMuxedAtmAddress

Valid values: any ATM address.
Default value: none.

Description: The ATM Address of the SMS used for LNNI LLC Multiplexed connections.

5.1.2.3.10 SmsNonmuxedAtmAddress

Valid values. any ATM address.
Default value: none.

Description: The ATM Address of the SMS used for non-LL C multiplexed connections.

512311 IdleLaneControlVccTimeout

Valid values: 10...3600 seconds (1 hour)
Default value: 120 seconds (2 minutes)

Description: If the server detects that a LNNI control VCC has been idle for more than
IdleLaneControlVccTimeout seconds, then the server SHOULD release that flow to recover from situations
where the remote entity has disappeared or where one of a set of duplicate VCCsisageing out. If the VCC isnot
used by other entities, then the VCC must be rel eased.

5.1.23.12 MAC Multicast Addresses

Valid values; list of multicast MAC addresses

Default value: none
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Description: Multicast MAC addresses assigned to the SMS. An SMS may support more than one multicast
MAC address.

5.1.2.3.13 ServerRefreshLifetime

Valid values. 5...300 seconds.Default value: 30 seconds.

Description: A server must refresh its server (LES/SMS) refresh CSA periodically to ensure that other servers do
not age out the CSA. The Server RefreshLifetime isthe lifetime value used by this server in its originated
server (LES/SMS) refresh CSAs.

5.1.23.14 RegistrationLifetime

Valid values; 30...43200 seconds.Default value: 300 seconds.

Description: A server must refresh the registration CSAs of multicast addresses it serves periodically to ensure that
other servers do not age out the CSAs. The RegistrationLifetime isthe lifetime value used by this server inits
originated registration CSAs.

5.1.2.3.15 ServerReinitDelayMin

Valid values: 1 ms...Server ReinitDelayM ax
Default value: 1 ms

Description: If the server must return to the initial state, it delays arandom amount of time before trying to
reinitialize. The minimum delay is given by Server ReinitDelayMin.

5.1.2.3.16 ServerReinitDelayMax

Valid values: ServerReinitDelayMin...10 seconds
Default value: 5 seconds

Description: If the server must return to the initial state, it delays arandom amount of time before trying to
reinitialize. The maximum delay is given by Server ReinitDelayM ax.

5.1.23.17 ConfigurationRequestTimeout

Valid values: 10...300 seconds
Default value: 30 seconds

Description: The maximum time that an SM S should wait for a configuration response before retrying a
configuration request to the LECS.

5.1.23.18 SyncHopCount
Valid Values: 1..20
Default: 10

Description: For each CSA that is advertised by a LNNI server (originator), SCSP requires a hop count field to be
set in the CSA S record to indicate how many hops the CSU message needs to be forwarded before it is dropped.
Thisisrequired in order to avoid loops. SyncHopCount determines the number of hops the CSU message can
traverse before it is dropped.
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5.1.2.3.19 ControlRequestRetries
Valid Values: 1-10
Default: 3

Description: The maximum number of times that the server will send a control frame.

5.1.2.4 Returning to Initial State

Whenever this specification indicates that a server must return to itsinitial state, the server MUST reinitialize all
LNNI configuration variables to their original initial state, MUST implement arandom delay that is selected from
the uniform distribution over theinterval [Server ReinitDelayMin, Server ReinitDelayM ax], and MUST
restart the configuration phase by reacquiring the location of the LECS(s).

5.1.2.5 Configuration Exchange — Requestor’s View

51251 Locating and Connecting to an LECS

LESs and SMSslocate L ECSs using the same methods specified for LE Clientsin the LUNI specification [5].
LESsand SMSs MUST connect to an LECS to obtain initial configuration. Configuration Direct VCCs are
signalled as specified in the LUNI specification [5].

Unlike LE Clients, LNNI compliant LESs and SMSs MUST NOT bypass L ECS configuration. Co-located LE
Clients, LESs, and SMSs MAY share a common Configuration Direct VCC.

5.1.25.2 Configuration Request

Each LES and SMS MUST transmit an LE_ CONFIGURE_REQUEST to the LECS over a Configuration Direct
VCC. The configuration request MUST contain the ATM address of the server in the SOURCE-ATM-ADDRESS
field. The configuration request MUST contain the ELAN name, ELAN type, and maximum frame size if these are
configured at the server (the ATM address, ELAN type, and maximum frame size configuration variables are defined
asS1, S2, and S3 inthe LUNI specificationg[5], respectively). The format of the configuration request is the same
as the format of a configuration regquest from an LE Client with the exception that the IS LE SERVER or

IS MCAST_SERVER flagissetin therequest. LESssetthelS LE SERVER flag; SMSs set the

IS MCAST_SERVER flag. If the LES aready has operational LE Clients, then it MAY specify arange(s) LECIDs
inthe LECID range TLV(s). The format of the Configuration Request isgiven in Table 5-1. The server MUST
include the Operational Server TLV in the configuration request.

51253 Unsuccessful Configuration Response

If the server receives an unsuccessful configuration response (status not equal to “ Success’) with the appropriate
IS LE_SERVER or IS MCAST_SERVER flag set, then the server MUST return to itsinitial state. If the server
receives an unsuccessful configuration response with the appropriate flag cleared, then it MUST attempt to connect
tothe next LECSin order. If there are no more LECSs with which to attempt a connection, the server MUST
return toitsinitial state. The latter condition (appropriate flag cleared in response) may occur if the server connected
to anon-LNNI capable LECS.

If the server receives a successful configuration response (status equal to “ Success’) with the appropriate

IS LE_ SERVER or IS MCAST_SERVER flag cleared, then it MUST ignore this response and attempt to connect
to the next LECSin order. If there are no more LECS with which to attempt a connection, the server MUST return
toitsinitial state.
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5.1.254 Resending the Configuration Request

If a configuration response is not received by the server, the server MUST keep resending a configuration request
every ConfigurationRequest Timeout seconds until a configuration responseis received, the
ControlRequestRetries count is exceeded, or the Configuration Direct VCC isreleased. If
ControlRequestRetries isexceeded, the server should return to initialization state.

5.1.255 Successful Configuration Response

If the server receives a successful configuration response (status equal to “ Success’) with the appropriate

IS LE SERVER or IS MCAST_SERVER flag set, then the server MUST either copy the parameters provided in
the response into itslocal variables, or return to itsinitial state. The parameters to be copied are the ELAN name,
ELAN type, maximum frame size, and all TLV values. The provision permitting the server to return to itsinitial
state provides a possible course of action in case of misconfiguration, where the server is not capable of acting as
directed by the LECS. If the LES receivesthe LECID range TLV(s) in the response, then the LES MUST terminate
all operational local LE Clients whose LECIDs are not included in the TLV(s). The server MUST use the value
returned in the Operational Server TLV asitsinitial Keep-Alive time as described in Section 5.2.1.1.

5.1.25.6 Configuration Response TLVs

The TLVsthat can be returned in successful configuration response are given in Table 5-2.

Servers must ignore User-defined TLV s that can not be decoded. Servers should ignore returned TLVswhich are not
supported by the server type. For example, a Client Join Lifetime TLV returned to an SMS.

51257 Releasing Configuration Direct VCCs

An LE Service component MUST NOT release the Configuration Direct VCC after completing its configuration.
ThisVCC is used for Keep-Alive exchanges with the LECS as described in Section 5.2.

5.1.2.6_Configuration Exchange — LECS’ View

51.26.1 Accepting Configuration Direct VCCs

An LECS MUST accept al incoming connections satisfying the conditions of a Configuration Direct VCC as
specified in the LUNI specification[5].

5.1.2.6.2 Releasing Configuration Direct VCCs

An LECS MUST NOT release a Configuration Direct VCC after transmitting a configuration response. An LECS
SHOULD release a Configuration Direct VCC if it has not been used to receive or transmit data for
IdleLaneControlVccTimeout seconds.

5.1.2.6.3 Server Configuration Requests

An LECS MUST recognizethe|S_LE_SERVER and IS MCAST_SERVER flags to distinguish server requests
from client requests. The LECS identifies the server by the combination of the SOURCE-ATM-ADDRESS and
ELAN name in the configuration request.

51264 Configuration Response

If the LECS cannot determine the ELAN for the server, then the LECS MUST return an unsuccessful configuration
response with status “No configuration”. Otherwise, the LECS returns a successful configuration response. The
IS LE_ SERVER and IS MCAST_SERVER flags MUST be set in the configuration response if they were set in
the corresponding configuration request.
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5.1.2.6.5 Unsuccessful Configuration Response

The LECS MUST NOT include any TLV information in an unsuccessful configuration response.

5.1.2.6.6 Successful Configuration Response

The LECS MUST set the ELAN name, ELAN type, and maximum frame size in a successful configuration
response. The returned ELAN type and maximum frame size MUST be compatible with the ELAN type and
maximum frame size specified in the request, where compatible is defined asin the LUNI specification. The LECS
MUST return a Server Groupld for the ELAN and aServerid TLV uniquely identifying this server within the
assigned ELAN. If the server isan LES and there may be multiple LESs serving the ELAN, then the LECS MUST
return adisoint set of LECIDsto each LES using an LECID Range TLV(s). If the LECS receives a configuration
request with a LECID range TLV(s), then it SHOULD return a superset of the requested LECID rangesin its
response if the requested LECIDs are not already assigned to another LES. If there may be multiple serversfor this
ELAN, then the LECS MUST return at least one neighbour server using the Synchronization Neighbour TLV. The
LECS MAY return additional servers depending on the desired level of synchronization connectivity. The method
used by the LECS to determine which neighbouring serversto return isleft unspecified. However, we mention
several possibilities:

Return a static set of neighbours to each server so that the graph of synchronized serversis connected.

Return a static set of neighbours to each server so that the graph of synchronized LESs s connected, and so
SM Ss are connected to at least one LES. In this case, SMSs SHOULD be notified that they can discard
unicast registrations via the Optimized SMS Topology TLV in the configuration response.

Return a dynamic set of neighbours to each server based upon which servers are currently serving the
ELAN. Inthiscase, the LECS MUST make use of the configuration trigger protocol to notify existing
serversthat anewly configured server can be expected to synchronize with them.

The LECS MAY return the Synchronization Hop Count TLV. If itisreturned, it MUST be set to at least the depth
of the graph of synchronized servers with the server (LES or SMS) astheroot. Thisvalue may vary for different
servers based on the graph.

The LECS MUST include an Operational Server TLV in any successful configuration responseto aLES or SMS.
The Operational Server TLV includes a Keep-Alive time which the server can use asitsinitial Keep-Alive interval
for the Keep-Alive protocol. The ATM addressin the TLV must equal the ATM address in the SOURCE-ATM-
ADDRESS field of the configuration response.

5.1.2.7 Configuration Frame Formats

The format of aconfiguration frameisgivenin Table5-1. Thelist of TLVswhich are valid in a configuration
request aregiven in Table 5-2. Thelist of TLVswhich are valid in asuccessful configuration response to a server
aregivenin Table 5-3.
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Table 5-1 Server Configuration Frame Format

Offset Size Name Function
0 2 MARKER Control Frame = X”FF00”
2 1 PROTOCOL ATM LAN Emulation protocol = X”01”
3 1 VERSION ATM LAN Emulation protocol version = X”01”
4 2 OP-CODE Type of request. See Table 4-2
6 2 STATUS Always X”0000” in requests. See the LUNI specifications for a list
of supported values in a response.
8 4 TRANSACTION-ID Arbitrary value supplied by the requester and returned by the
responder.
12 2 REQUESTER-LEC-ID | Always X"0000" in requests, ignored on response.
14 2 FLAGS X”0400” IS_LE_SERVER flag set by an LES.
X”0800” IS_MCAST_SERVER flag set by an SMS.
16 8 SOURCE-LAN- Always “not present” when sent, ignored on receipt.
DESTINATION
24 8 TARGET-LAN- Always “not present” when sent, ignored on receipt.
DESTINATION
32 20 SOURCE-ATM- Non LLC-muxed ATM address of prospective server for which
ADDRESS information is requested.
52 1 LAN-TYPE X”00” Unspecified"’
X”01” Ethernet/IEEE 802.3
X”02” IEEE 802.5
53 1 MAXIMUM-FRAME- [ X”00” Unspecified
SIZE X”01” 1516
X”02” 4544
X”03” 9234
X”04” 18190
X”05” 1580
54 1 NUMBER-TLVS Number of Type/Length/Value elements encoded in
Request/Response.
55 1 ELAN-NAME-SIZE Number of octets in ELAN-NAME (may be 0).
56 20 TARGET-ATM- X'00" when sent, ignored on receipt.
ADDRESS
76 32 ELAN-NAME Name of emulated LAN™.
108 4 ITEM_1-TYPE Three octets of OUI, one octet identifier.
112 1 ITEM_1-LENGTH Length in octets of VALUE field. Minimum=0.

YIf the LAN-TYPE is “unspecified,” then the Ethernet/IEEE 802.3 MAC address format MUST be used.

®SNMPV2 DisplayString
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113 Variable ITEM_1-VALUE

Etc.

Table 5-2 : Supported TLVs in Configuration Request
Operationa Server TLV
LECID Range TLV (may be multiple)

Table 5-3 Supported TLVs in Configuration Response

TLV Items May be Included in
Responses as
Indicated by Server

Flags
Serverld IS LE SERVER or
IS MCAST_SERVER
ServerGroupld IS LE SERVER or

IS MCAST_SERVER

Synchronization Peer Server (may be multiple) IS LE SERVER or
IS MCAST_SERVER

LECID Range (may be multiple) IS LE SERVER
Control Timeout ($4) IS LE_SERVER
Maximum Frame Age (S5) IS LE SERVER
Local Segment ID (S8) IS LE_SERVER
Disconnect Timeout (S9) IS LE SERVER
ELAN ID IS LE SERVER or

IS MCAST_SERVER
Peer Reconnect Retry Timeout IS LE SERVER or

IS MCAST_SERVER
Server Refresh Lifetime IS LE SERVER

IS MCAST_SERVER
Client Join Lifetime IS LE SERVER
Registration Lifetime IS LE SERVER
Idle LANE Control VCC Timeout IS LE SERVER or

IS MCAST_SERVER
May Discard Unicast Registrations IS MCAST_SERVER
Mode of Operation IS MCAST_SERVER
Operational Server TLV IS LE_SERVER or

IS MCAST_SERVER
Synchronization Hop Count IS LE SERVER or
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IS MCAST_SERVER
Multicast MAC Address (may be multiple) IS MCAST_SERVER

5.1.3 Configuration Trigger

The LECS uses the configuration trigger message to force a server to reacquire its configuration. Thisfeature is used
to enact dynamic configuration changes. The configuration trigger can be used to notify operational serversthat a
new server isjoining the ELAN, and to disable an operating server. Many other uses are possible.

5.1.3.1 Configuration Trigger — LECS’ View

51311 Instigating Server Reconfiguration

The LECSMAY send aLNNI_CONFIGURE_TRIGGER message to any locally attached active server at any time.
The message MUST be sent over the Configuration Direct VCC used for the most recent status or configuration
exchange with that server. An LECS MUST NOT send a configuration trigger to anon-locally attached server
through another LECS. It isthe responsibility of the other LECS to instigate configuration triggers for its local
servers.

51312 Identifying the Target Server

The LECS identifies the target server by putting the appropriate ATM addressin the TARGET-ATM-ADDRESS
field of the LNNI_CONFIGURE_TRIGGER, and the ELAN namein the ELAN-NAME field. The appropriate
ATM addressto trigger an LES is the non-multiplexed ATM address (S1). The appropriate ATM address to trigger
an SMSisthe non-multiplexed ATM address (SmsNonmuxedAtmAddress). The format of the
LNNI_CONFIGURE_TRIGGER isgiven in Table 5-4.

51313 No Response from Target Server

If thetarget server of LNNI_CONFIGURE_TRIGGER does not issue a configuration request within
ConfigurationTrigger Timeout seconds, the LECSMAY transmit another the
LNNI_CONFIGURE_TRIGGER with anew TRANSACTION-ID. Retrying the configuration trigger may be
necessary if the original configuration trigger or the configuration request waslost. If the LECSis unable to trigger
aserver into configuration, it MAY discontinue acknowledging the Keep-Alive requests from the server.

5.1.3.2 Configuration Trigger — LES/SMS View

51321 Receiving Configuration Trigger

If aLNNI_CONFIGURE_TRIGGER isreceived witha TARGET-ATM-ADDRESS equal to the non LLC-
multiplexed ATM address of the server and an ELAN-NAME equal to the ELAN name of the server, then the server
MUST issue a configuration request on the Configuration Direct VVCC over which the trigger was received. The
format of the configuration trigger isgiven in Table 5-4. If the TARGET-ATM-ADDRESS or ELAN nameis not
that of the server, then the server MUST ignore the trigger request.

51322 Unsuccessful Configuration Response

If the server receives an unsuccessful configuration response, then it MUST terminate all client and peer connections
and return to itsinitial state.

51323 Successful Configuration Response

If the server receives a successful configuration response, then it MUST attempt to integrate this new configuration
into its current configuration. If only the set of neighbour servers changes, then the configuration is compatible and
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the server MUST change its neighbour set without affecting local LE Clients. This change will most likely result
in peer connections being dropped and added. If any other configuration variable changes, the server MUST terminate
all client and peer connections and return to the initial state.

51324 No Configuration Response

51325 Resending the Configuration Reguest

If a configuration response is not received by the server, the server MUST keep resending a configuration request
every ConfigurationRequestTimeout seconds until aconfiguration response is received, the
ControlRequestRetries count is exceeded, or the Configuration Direct VCC isreleased. If
ControlRequestRetries is exceeded, the server should return to initialization state.

5.1.4 Configuration Trigger Frame Formats

The format of the LNNI_CONFIGURE_TRIGGER messageisgivenin Table 5-4. No TLVsare supported in
LNNI_CONFIGURE_TRIGGER messages.
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Table 5-4 : Configuration Trigger Frame Format

Offset Size Name Function
0 2 MARKER Control Frame = X”FF00”
2 1 PROTOCOL ATM LAN Emulation protocol = X”01”
3 1 VERSION ATM LAN Emulation protocol version = X”01”
4 2 OP-CODE Type of request. See Table 4-2.
6 2 STATUS Always X”0000” in requests. See the LUNI specifications for a list
of supported values in a response.
8 4 TRANSACTION-ID Arbitrary value supplied by the requester and returned by the
responder.
12 2 REQUESTER-LEC-ID | Always X"0000" in requests, ignored on response.
14 2 FLAGS X”0000” when sent, ignored on receipt.
16 8 SOURCE-LAN- Always “not present” when sent, ignored on receipt.
DESTINATION
24 8 TARGET-LAN- Always “not present” when sent, ignored on receipt.
DESTINATION
32 20 SOURCE-ATM- X”00” when sent, ignored on receipt.
ADDRESS
52 1 LAN-TYPE X”00” when sent, ignored on receipt.
53 1 MAXIMUM-FRAME- | X”00” when sent, ignored on receipt.
SIZE
54 1 NUMBER-TLVS Number of Type/Length/Value elements encoded in
Request/Response. There are no TLVs currently defined for
Configuration Triggers.
55 1 ELAN-NAME-SIZE Number of octets in ELAN-NAME (may be 0).
56 20 TARGET-ATM- Non LLC-multiplexed ATM address of prospective server for which
ADDRESS trigger is targeted.
76 32 ELAN-NAME Name of Emulated LAN™.
108 4 ITEM_1-TYPE Three octets of OUI, one octet identifier.
112 1 ITEM_1-LENGTH Length in octets of VALUE field. Minimum=0.
113 Variable ITEM_1-VALUE
Etc.

5.2 Status Communications

Status communications provide the method for servers to notify LECSs that they are operational, and for LECSs to
share information on locally attached operational servers. The status communications and configuration
communications between a particular server and an LECS use the same VCC. ThisVCC isinitially established for
configuration, and must remain for status communications and possibly for configuration triggers.

“SNMPV2 DisplayString
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5.2.1 Status Communications — LES/SMS View

5.2.1.1 Initial Keep-Alive Request

As part of its configuration, a server receives an Operational Server TLV which suppliesitsinitial Keep-Alivetime.

The Keep-Alive request contains an Operational-Server TLV(s) identifying the LES(s) indicating operational status to
the LECS. The status can be normal or resource starved (e.g. memory or VCC).

5.2.1.2 Periodic Keep-Alive Requests

Each server MUST send periodic Keep-Alive requeststo an LECS. The server MUST send a request before one-third
of the Kegp-Alive time has expired. If the request is unacknowledged, another request MUST be sent before two-
thirds of the Keep-Alive time has expired. The server MAY choose to send Keep-Alive requests more frequently.

If aKeep-Alive responseis not received before the Keep-Alive time expires, the server MUST clear the
Configuration Direct VCC if the VCC is not being shared by another LNNI entity and the server MUST attempt to
establish a new Configuration Direct VCC to one of the LECSsthat it learned about during initialization (see
5.1.2.5.1) and with which it has not yet tried to connect to with a Configuration Direct VCC. If the server has
attempted to establish (successfully or unsuccessfully) a Configuration Direct VCC with all of the LECSsthat it
knows about, then the server MUST return to theinitial state. An LES SHOULD continue to service clients until
itisforced to return to the initial state.

5.2.1.3 Collective Keep-Alive Requests

Since multiple servers can use the same VCC for configuration and status, Keep-Alive requests from multiple co-
located servers SHOULD be combined into asingle Keep-Alive request. A Operational-Server TLV for each server
isrequired in the Keep-Alive request. Each Operational Server TLV contains the non-multiplexed ATM address of a
server.

5.2.1.4 Keep-Alive Responses

Each Keep-Alive response from the LECS includes the same set of Operational-Server TLV s as the corresponding
request. The LECS provides aKeep-Alivetimein each Operationa-Server TLV. Thistime indicates the number of
seconds that the LECS will assume the server is alive in the absence of further Keep-Alive requests for the server.

5.2.1.5 Release of Configuration Direct VCC

If a Configuration Direct VCC isreleased, the SMS or LES MUST attempt to establish a new Configuration Direct
VCC to one of the LECSs that it learned about during initialization (see 5.1.2.5.1) and with which it has not yet
tried to connect to with a Configuration Direct VCC. [f the Configuration Direct VCC is released, the server
SHOULD not cancel aKeep Alive Timer if oneisrunning. If anew Configuration Direct VCC is established
before the expiration of the Keep Alive Timer the SMS or LES SHOULD not send a configuration but SHOULD
continue to operate with its existing configuration.

If the SMS or LES has attempted to establish (successfully or unsuccessfully) a Configuration Direct VCC with all
of the LECSs that it knows about, then the SMS or LES MUST return to the initial state.

The SMS or LES SHOULD continue to service clients until it isforced to return to the initia state.
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5.2.1.6 _Expiration of Keep-Alive Time

The current Keep-Alive Time for an server isthe Keep-Alive Timeindicated in the Operational Server TLV received
in most recent Keep-Alive response from the LECS.

If an server does not receive a Keep-Alive response from the LECS for Keep-Alive Time seconds, , then the server
MUST terminate all peer server connections and return to itsinitial state. An LES (and its associated BUS)
SHOULD continue to servicelocal clientsasif it were the only LES onthe ELAN. The server MUST reconfigure
upon re-establishing communications with the LECS. A SMS SHOULD terminate all LE Client connections if its
Keep-Alive time expires.

5.2.2 Status Communications — LECS View

5.2.2.1 Maintaining Server Status

Each LECS MUST maintain status on each LES to which an LE Client may be assigned.

5.2.2.2 Using Server Status

LE Clients MUST NOT be assigned to servers that are not known to be operational via status communications.
LECSsMAY use the operational status of server to update the Synchr onizationPeer ServerList of other
servers when the status of an server changes.

5.2.2.3 Responding to Keep-Alive Requests

When an LECS is not waiting for a configuration request from an LES in response to a configuration trigger sent to
the server, the LECS MUST respond to each Keep-Alive request with a Keep-Alive response. The LECS MUST
assign aKeep-Alive time to each server identified in the request. The LECS MUST consider the server to be
operational for the interval specified by the Keep-Alive time.

When an LECS iswaiting for a configuration request from an server in response to a configuration trigger sent to

the server, the LECS MUST ignore all Keep-Alive requests from the server. The LECS MUST consider the server
to be operational while waiting for the configuration request.

5.2.3 Keep-Alive Frame Formats

The format of the Keep-Alive request and responseis givenin Table 5-5. The TLVs supported in Keep-Alive frames
aregivenin Table 5-6.
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Table 5-5 Keep-Alive Frame Format

Offset Size Name Function
0 2 MARKER Control Frame = X”FF00”
2 1 PROTOCOL ATM LAN Emulation protocol = X”01”
3 1 VERSION ATM LAN Emulation protocol version = X”01”
4 2 OP-CODE Type of request. See Table 4-2.
6 2 STATUS Always X”0000” in requests. See the LUNI specifications for a list
of supported values in a response.
8 4 TRANSACTION-ID Avrbitrary value supplied by the requester and returned by the
responder.
12 2 REQUESTER-LEC-ID | Always X"0000" in requests, ignored on response.
14 2 FLAGS X”0000” when sent, ignored on receipt.
16 8 SOURCE-LAN- Always “not present” when sent, ignored on receipt.
DESTINATION
24 8 TARGET-LAN- Always “not present” when sent, ignored on receipt.
DESTINATION
32 20 SOURCE-ATM- X'00" when sent, ignored on receipt.
ADDRESS
52 1 LAN-TYPE X”00” when sent, ignored on receipt.
53 1 MAXIMUM-FRAME- | X”00” when sent, ignored on receipt.
SIZE
54 1 NUMBER-TLVS Number of Type/Length/Value elements encoded in
Request/Response.
55 1 ELAN-NAME-SIZE X”00” when sent, ignored on receipt.
56 20 TARGET-ATM- The ATM address of the target LECS.
ADDRESS
76 32 ELAN-NAME X”00” when sent, ignored on receipt.
108 4 ITEM_1-TYPE Three octets of OUI, one octet identifier.
112 1 ITEM_1-LENGTH Length in octets of VALUE field. Minimum=0.
113 Variable ITEM_1-VALUE
Etc.

Table 5-6 TLVs Supported in Keep-Alive Frames

Operational-Server TLV

5.3 LECS Synchronization Communications

LECS synchronization is the process by which an LECS notifies other LECSs of locally attached operational
servers. Each LECS must connect to its peer LECSs to form amesh of LECSs. Each LECS isresponsible for
notifying other LECSs of the locally attached servers.
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5.3.1 Connecting to Peer LECSs

The LECS MUST attempt to connect to each LECS in its peer list. If the connection to a neighbour fails, then the
LECS must continuously retry the connection based on the logic in section 5.1.1.1.3. The connection is signalled
using the signalling parameters for a Configuration Direct VCC as described in the LUNI specification[5] with the
exception that the LECS MAY signal the connection as a point-to-multipoint connection. Use of a point-to-
multipoint connection to neighbouring LECSs reduces the number of data transmissions by an LECS.

5.3.2 Releasing Duplicate Connections

If duplicate point-to-point connections are established between two LECSs, then the LECSs MUST use the rules for
ageing duplicate VCCs as specified in Section 8.1.13 of the LUNI specification [5] to ensure that one of the VCCs
ages out.

5.3.3 Authenticating Peer LECSs

An LECSMAY choose to perform authentication before accepting anew LECS as apeer. Peer LECSs arefirst
identified when the local LECS receives an LECS synchronization message from them. Onceidentified,
authentication MAY be performed. The method of authentication is outside the scope of this document, but we
mention one possibility. Thelocal LECS could compare the ATM address of the far end of the VCC over which the
synchronization message was received against the peer list. 1f the ATM addressis not on the peer list, then the
LECS could discard the synchronization message and all future synchronization messages over that VCC. The
LECS could also release the VCC.

5.3.4 Transmitting LECS Synchronization Messages

Each LECS MUST notify all other LECSs of each locally attached LES viaan LECS Synchronization Request.
Synchronization requests MUST be transmitted before one-third of the K eepAliveT ime elapses since the previous
LECS Synchronization Request was sent.

5.3.5 Receiving LECS Synchronization Messages

Each received LECS synchronization message identifies a set of servers and indicates the length of time that each
server should be considered operational. An LECS MUST consider each identified server to be operational with the
defined operational status for the specified interval.

5.3.6 LECS Synchronization Keep-Alive Timeout

There are no immediate consequences for an LECS which fails to receive an LECS synchronization message from
one of its peerswithin KeepAliveTime. Sychronized LES status information is removed from each L ECS based
on the expiration of the LES' s associated Keep-Alivetime. LE clients MUST NOT be assigned to serversthat are
not known to be operational. LE clients MUST NOT be assigned to servers that are known to be resource starved.

5.3.7 Release of Peer Connection
If aLECS Synchronization VCC to apeer LECSis released, the LECS MUST attempt to establish anew LECS

Synchronization VCC to the peer. Until connectivity is established, an LECS MUST retry continuously based on
thelogic in section 5.1.1.1.3.
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5.3.8 LECS Synchronization Frame Format

The format of LECS Synchronization framesis givenin Table 5-7. The TLV s supported in LECS synchronization
frames arelisted in Table 5-8.
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Table 5-7 Format of LECS Synchronization Frame

Offset Size Name Function
0 2 MARKER Control Frame = X”FF00”
2 1 PROTOCOL ATM LAN Emulation protocol = X”01”
3 1 VERSION ATM LAN Emulation protocol version = X”01”
4 2 OP-CODE Type of request. See Table 4-2.
6 2 STATUS Always X”0000” in requests. See the LUNI specifications for a list
of supported values in a response.
8 4 TRANSACTION-ID Avrbitrary value supplied by the requester and returned by the
responder.
12 2 REQUESTER-LEC-ID | Always X"0000" in requests, ignored on response.
14 2 FLAGS X”0000” when sent, ignored on receipt.
16 8 SOURCE-LAN- Always “not present” when sent, ignored on receipt.
DESTINATION
24 8 TARGET-LAN- Always “not present” when sent, ignored on receipt.
DESTINATION
32 20 SOURCE-ATM- The ATM address of the source LECS.
ADDRESS
52 1 LAN-TYPE X”00” when sent, ignored on receipt.
53 1 MAXIMUM-FRAME- | X”00” when sent, ignored on receipt.
SIZE
54 1 NUMBER-TLVS Number of Type/Length/Value elements encoded in
Request/Response.
55 1 ELAN-NAME-SIZE X”00” when sent, ignored on receipt.
56 20 TARGET-ATM- X'00" when sent, ignored on receipt.
ADDRESS
76 32 ELAN-NAME X”00” when sent, ignored on receipt.
108 4 ITEM_1-TYPE Three octets of OUI, one octet identifier.
112 1 ITEM_1-LENGTH Length in octets of VALUE field. Minimum=0.
113 Variable ITEM_1-VALUE
Etc.

Table 5-8 TLVs Supported in LECS Synchronization Frames

Operational-Server TLV

5.4 Database Synchronization

LESs and SM Ss must have synchronized databases to ensure proper responses to LE Client requests. LES/SMS
Synchronization Communications take place over Cache Synchronization VCCs. Cache Synchronization VCCs are
LLC-muxed VCCs. A server may elect to use the same VCC for Synchronization Communications as it uses for
Control Communications. Cache synchronization is accomplished via SCSP[4].
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5.4.1 LES/SMS Cache Synchronization VCCs
This section discusses the establishment and maintenance of Cache Synchronization VCCs.

5.4.1.1 Establishing Cache Synchronization VCCs

Upon completion of configuration, each server MUST attempt to establish Cache Synchronization VCC to each peer
inits SynchronizationPeer ServerList for which a Cache Synchronization VCC does not already exist.

The Cache Synchronization VCC setup MAY be performed by opening a new point-to-point VVCC to the
neighbouring server or as aleaf to a point-to-multipoint call at the choice of the server implementation.

5.4.1.2 B-LLI Codepoint for Cache Synchronization VCC

Cache Synchronization VCCs MUST be LLC-multiplexed VCCs. All other call parameters signalled by the LE
Server are those defined in Section 3" Connection Management Services’.

5.4.1.3 Handling Cache Synchronization VCC Setup Failure

If the Cache Synchronization VCC setup fails, the calling server MUST retry continuously based on thelogic in
section 5.1.2.1.7 until a connection is successfully established or until such time as the LECS notifies the calling
server of a configuration change removing the called neighbouring server from its neighbour
SynchronizationPeer ServerList.

5.4.1.4 Accepting the Cache Synchronization VCC

A server MUST accept a UNI signalling request to establish an LLC-multiplexed VCC toits

Server MuxedAtmAddr ess, with the assumption that this VCC will be used as a Cache Synchronization or
Control Coordinate VCC. A server MAY refuse a UNI signalling request if it contains call parameters other than as
defined in Connection Management Services (Section 3).

The server MAY release this connection if, upon completion, no valid synchronization or control communications
use the VCC within the I dleL aneControlVccTimeout AND the calling party address does not match a
configured server addressin its SynchronizationPeer ServerList .

5.4.1.5 Handling Duplicate Cache Synchronization VCCs

When an server receives an incoming Cache Synchronization connection request from an ATM address to which it
already has a connection, it SHOUL D accept the request and apply the rules for duplicate Data Direct VCCsfound in
Section 8.1.13 of [5] for ageing out the appropriate duplicate VCC.

5.4.1.6_Handling Release of Cache Synchronization SVC

If a Cache Synchronization SV C isreleased by a neighbouring server, the local server MUST attempt to re-establish
connection to the server which initiated the release. If the setup request fails, the calling server MUST retry the
connection as described in Sections 5.1.2.1.7 and 5.1.2.3.6 until a connection is successfully established, or until
such time as the LECS notifies the calling server of a configuration change removing the called neighbouring server
from its SynchronizationPeer Server List.

ATM Forum Technical Committee Page 55 of 120



af-lane-0112.000 LAN Emulation Over ATM Version 2 - LNNI Specification

5.4.1.7 Server Reconfiguration

During reconfiguration of the server, the server MUST suspend inter-server communication until a determination of
required topology changesis made. If areconfiguration resultsin no changes relative to neighbouring servers, inter-
server communication and synchronization may be resumed.

If aserver isremoved as a peer of thelocal server during reconfiguration, then the local server MAY release the
Cache Synchronization VCC, or MAY simply stop using the VCC for synchronization communications. If the
VCC isbeing used for control communications or for some other LL C-muxed protocol, then the server MUST
simply stop using the VCC for synchronization communications. Otherwise, the Cache Synchronization VCC
MAY beimmediately released or MAY simply stop being used, in which case it MUST age as an idle connection.

If aserver isadded as apeer of thelocal server during reconfiguration, then the local server SHOULD use an existing
LLC-multiplexed VCC to the new peer (if one exists) as a Cache Synchronization VCC. Otherwise, anew Cache
Synchronization VCC MUST be established to the new peer server. If aserver isremoved as a peer of the local
server during reconfiguration, then the local server MUST cease synchronization communications with the other
server. The Cache Synchronization VCC SHOULD NOT be released asit may be used for Control
Communications aswell. The VCC MUST age as an idle connection.

5.4.2 SCSP

Each LES has a set of local clients. SCSP is used to create a single distributed database, the LNNI Database, from
the information local to theindividual LESs. The LNNI database is composed of a collection of cache entries, where
each cache entry refersto a single piece of information, such the registration information for a particular MAC
address.

SCSP synchronizes the LNNI Database among the collection of servers. Corresponding to each cache entry isa
Client State Advertisement (CSA) record. SCSP distributes CSAs among the servers, and the servers map the
CSAsto entriesin the LNNI database. CSAs are objects in the distribution protocol, cache entries are objects in the
LNNI Database. Certain information on the CSA that caused the most recent update of a cache entry, such asthe
Originator 1D, Cache Key, Sequence Number, and Remaining Lifetime, is assumed to be available in the local copy
of the LNNI Database.

5.4.2.1 Flooding

For the purposes of SCSP, a server is aneighbour of another if the server islisted in the

SynchronizationPeer Ser ver List of the other. This definition of neighbour is used throughout Section 5.4.2.
When a server isrequired to flood a CSA to its neighbours, the set of neighbours can be obtained from the
SynchronizationPeer ServerList variable. Flooding occurs as aresult of a change to the local copy of the
LNNI Database. Whenever thelocal copy of the database is changed, the local server must flood that change to all
of its neighbours except the neighbour that transmitted the CSA that caused the change if the hop count in the CSA
Summary Record is greater than 1. Note that when the LNNI Database changes as aresult of alocal event (ieaLE
Client joining the ELAN), then the resulting CSA must be flooded to all neighbours. If the CSU Requestisin
response to a CSU Solicit (during the cache alignment phase), the hop count field in the CSAS frame MUST be set
to one. For cache state updates, thisfield MUST be set to SyncHopCount.

When a server updates (refresh of altered data, purge or data update) an existing database entry, it must originate a
CSA with the same OID and cache key, but with a sequence number that is greater than the previously used value.

5.4.2.2 CSA Identification and Instance Identification

To implement flooding procedures, each CSA, and each instance of agiven CSA, must be uniquely identified. The
information used for identifying a CSA is:
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Originator ID, in CSA Summary record
Cache Key, in CSA Summary record

CSAswith identical Originator |1Ds and Cache Keys are considered different instances of the same CSA. The
additional information required to distinguish one instance of a CSA from another instance of the same CSA is.

CSA Sequence Number, in CSA Summary record

CSA Remaining Lifetime, in client/server protocol specific part of the CSA record

5.4.2.3 Comparison of CSA instances

Two CSAs having the same Originator 1D and Cache Key but different CSA sequence numbers are different instances
of the same CSA. The comparison of two instances of the same CSA to determine which is the more recent is done
in the following way:

1. The CSA instance having the larger CSA Sequence Number is considered to be more recent. Otherwise,
2. The CSA with the smaller CSA Remaining Lifetime is considered to be more recent. Otherwise,
3. TheCSAsareconsidered identical.

If amore recent CSA is detected, the LANE Service component MUST validate the contents of the CSA as described
in Sections 4.2, 5.4.2.10.3, 5.4.2.10.7, 5.4.2.10.11, 5.4.2.10.15, 5.4.2.10.19, and 5.4.2.10.23.

A server MUST ignore the contents of alessrecent CSA.

5.4.2.4 Expiration of CSA’s Lifetime

A CSA lifetime expiresin two ways:

1. A LANE Service component purges one of its originated CSAs. Purging is frequently caused by the
information in the CSA becoming invalid due to client termination and deregistration.

2. A CSA intheloca copy of the LNNI Database naturally ages out as described in Sections 5.4.2.6 and
5.4.2.8.

5.4.2.5 Removing an Invalid CSA prior to Lifetime Expiration

If at any time a LANE Service component determines that a CSA that it has originated becomesinvalid due to local
client changes, the originating LANE Service component MAY remove the CSA from the LNNI Database (thisis
known as a cache entry purge). To remove aninvalid CSA from the LNNI Database, the LANE Service component
MUST set the Remaining Lifetime field of the CSA equal to 0 and flood the CSA to each neighbour server.

If aserver choose not to initiate a cache entry purge, then the entry will age out normally from the databases of other
servers.

5.4.2.6 _Ageing of a CSA

LANE Service components MUST maintain the age of CSAsin the LNNI Database. Each LANE Service
component MUST adjust the CSA Remaining Lifetime to reflect time elapsed since the CSA was entered in the
LNNI Database.

If aLANE Service component detects that the Remaining Lifetime reaches 0 the LANE Service MUST remove the

CSA from the LNNI Database. The server MUST NOT flood the CSA to each neighbour server. Each neighbour
will age the entry inits own database.
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5.4.2.7 Receipt of a Cache Entry Purge

Receiving a CSA record containing a Remaining Lifetime value of O indicates that the cache entry is being deleted
from the LNNI Database.

If aLANE Service component receives a CSA with the Remaining Lifetime field equal to O, then the cache entry
MUST be removed from the LNNI Database and MUST be flooded to all neighbour servers. Additional steps may
be necessary as described in Sections 5.4.2.10.4, 5.4.2.10.8, 5.4.2.10.12, 5.4.2.10.16, 5.4.2.10.20, and
5.4.2.10.24.

5.4.2.8 Computing the Remaining Lifetime of a CSA

The remaining lifetime of a CSA is determined based on the value of the Remaining Lifetimein the CSA when it
was installed in the LNNI Database and the elapsed time sinceitsinstallation. If theinitial value of the Remaining
Lifetimeislessthan or equal to the elapsed time, then the Remaining Lifetime in the CSA MUST be set to 0 and
procedures for Ageing a CSA MUST be followed. Otherwise, the value of the Remaining Lifetime is computed by
subtracting the elapsed time from the initial value of the Remaining Lifetime in the CSA.

5.4.2.9 Receiving a LNNI CSA

If aserver receives a CSA from a neighbour server, the server MUST first determineif this CSA isaless recent
instance of an existing CSA as described in Section 5.4.2.3.

If the LNNI CSA isvalid and results in an update or change to the database, the LE Server MUST synchronize
(flood) the CSA with neighbouring servers as described in Section 5.4.2.1.

5.4.2.10 Synchronizing with Neighbouring Servers

Servers establish Cache Synchronization V CCs with each neighbour as described in Section 5.4.1.1. These VCCs
are used for synchronizing LE Client data using SCSP. A server MUST follow the cache synchronization
procedures defined bel ow.

5.4.2.10.1 Originating a LES Refresh CSA

The LE Server Control Plane topology is generated from database information received in the LNNI Synchronization
Plane. Each LES advertisesits Server ID and LLC-muxed ATM address (Ser ver M uxedAtmAddr ess) using the
LES Refresh CSA Record.

An LESMUST refresh its own LES Refresh CSA records with each neighbour server in the
SynchronizationPeer Server List by originating an LES Refresh CSA at least once every
(ServerRefreshL ifetime/2) seconds and flooding it to each neighbour server.

An LESMUST refresh its own LES Refresh CSA records with each neighbour server in the
SynchronizationPeer Server List by originating an LES Refresh CSA immediately that its status changes from
“not suffering resource starvation” to “ suffering resource starvation”.

5.4.2.10.2 Purging a LES Refresh CSA

An LES may purge all of its associated information from the LNNI database by synchronizing a LES Refresh CSA
with a Remaining Lifetime of O with its neighbor servers. An LES MUST return to theinitial state after
synchronizing this CSA with its neighbors.
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5.4.2.10.3 Validating a LES Refresh CSA

An LES Refresh CSA isvalid if

1. any existing LES cache entries with the same ATM address have an Originator ID less than or equal to that
of the CSA, and

2. any cache entrieswith an equal ATM address and OID have the same Cache Key asthe CSA.

If the CSA isvalid, then the server MUST remove al LES cache entries with a strictly smaller Originator ID. If
there exists an entry with a matching OID, ATM address, and Cache Key, then the server MUST update the Sequence
Number, Remaining Lifetime, Operational Statusand TLV set of the cache entry. If there isno LES cache entry
with amatching OID, ATM address and Cache Key, then the server MUST install anew cache entry.

The LEC-ID Range TLV(s) can be used to detect configuration errors (i.e. overlapping LEC-ID range allocation).

If the LES Refresh CSA received indicates a status change to “ operational” or “not resource starved”, a LES must
terminate al local clients which list the LES which originated the CSA astheir preferred LES.

5.4.2.104 LES Refresh Cache Entry Removal

When a server removes a LES cache entry from its copy of the LNNI Database, it MUST remove al LE Client Join
cache entries associated with that LES. The removal of LE Client Join CSAs MUST NOT result in the flooding of
additional CSAsto neighbor servers.

5.4.2.105 Originating a SMS Refresh CSA

Each SMS must advertise its operational status viathe SMS Refresh CSA. This SMSinformation isvalid aslong
as the Remaining Lifetime valuein the CSA isNOT 0.

An SMS MUST refresh its own SMS Refresh CSA records with each neighbour server in the
SynchronizationPeer Server List by originating an SMS Refresh CSA at least once every
(ServerRefreshL ifetime/2) seconds and flooding it to each neighbour server.

An SMS MUST refresh its own SMS Refresh CSA records with each neighbour server in the
SynchronizationPeer Server List by originating an SMS Refresh CSA immediately that its status changes
from “not suffering resource starvation” to “suffering resource starvation”.

5.4.2.10.6 Purging a SMS Refresh CSA

An SMS may purge all of its associated information from the LNNI database by synchronizing a SMS Refresh CSA
with a Remaining Lifetime of O with its neighbor servers. An SMS MUST return to the initial state after
synchronizing this CSA with its neighbors.

5.4.2.10.7 Validating a SMS Refresh CSA

An SMS Refresh CSA isvalid if any SM S cache entries with an equal OID have the same Cache Key.

If there exists a SM S cache entry with amatching OID and Cache Key, then the server MUST update the Sequence
Number, Remaining Lifetime, Operational Statusand TLV set of the cache entry. If thereis no SMS cache entry
with amatching OID and Cache Key, then the server MUST install a new cache entry.

5.4.2.10.8 SMS Cache Entry Removal

When a server removes a SM S cache entry from its copy of the LNNI Database, it MUST remove all SMS
Multicast Registration cache entries associated with that SMS. The removal of the SMS Multicast Registration
CSAsMUST NOT result in the flooding of additional CSAs to neighbor servers. When a SMS cache entry is
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removed from the aLES s LNNI database and the SMSsin distributed mode (SmsM odeOfOper ation), the LES
MUST reassign all local LE Clients that were assigned to that SMS as receivers to anew (operating) SMS. This
can be done by refreshing relevant LE Client Multicast Registration CSAs (Section 5.4.2.10.17) with the new SMS
Serverld.

5.4.2.10.9 Originating an LE Client Join CSA

If alocal LE Client successfully joinsthe ELAN, the LE Server MUST originate an LE Client Join CSA and
synchronize this CSA with each neighbouring LE Server.

An LES MUST refresh its LE Client Join CSA records with each neighbour server in the
SynchronizationPeer Server List by originating an LE Client Join CSA at least once every
(ClientJoinL ifetime/2) seconds and flooding it to each neighbour server.

5.4.2.10.10 Purging an LE Client Join CSA

If alocal LE Client terminates, the LE Server MUST remove the LE Client Join cache entry from itslocal copy of
the LNNI Database, originate an LE Client Join CSA for the LE Client with the Remaining Lifetime field set to 0,
and synchronize this CSA with each neighbouring server.

5.4.2.10.11 Validating an LE Client Join CSAZ

An LE Client Join CSA isvalid if

1. any existing LE Client Join cache entries with the same ATM address have an Originator ID less than or
equal to that of the CSA, and

2. any cache entries with an equal ATM address and OID have the same Cache Key and LECID asthe CSA.
If the CSA isvalid, then the server MUST remove all LE Client Join cache entries with a strictly smaller Originator
ID. If there exists an entry with amatching OID, ATM address, LECID, and Cache Key, then the server MUST
update the Sequence Number, Remaining Lifetime, and TLV set of the cache entry. If thereisno LE Client Join
cache entry with amatching OID, ATM address, LECID, and Cache Key, then the server MUST install a new cache
entry.
If aJoin Cache Entry isremoved that correspondsto alocal LE Client, the LES MUST terminate this LE Client.

If the LE Client Join CSA is nhot valid, the LES MUST NOT make any changes to the cache based on the CSA.

5.4.2.10.12 LE Client Join Cache Entry Removal

When a server removes a LE Client Join cache entry from its copy of the LNNI Database, it MUST removeall LE
Client Unicast Registration cache entries and LE Client Multicast Registration cache entries associated with this LE
Client. Theremoval of the registration cache entries MUST NOT result in the flooding of additional CSAsto
neighbour servers.

0 Section 6.1.2.11 in [5] indicates that when there is a unicast LAN destination register conflict, the first LE Client
to register is “the winner.” The rules in this section implement a concept of “first” that is a combination of timing
and the lower numerical value of the LES identifier (OID).
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5.4.2.10.13 Originating an LE Client Unicast Registration CSA

If alocal LE Client successfully registers a unicast MAC address, either during the Join Phase or using the
LE_REGISTER protocol, the LE Server MUST originate an LE Client Unicast Registration CSA and synchronize
this CSA with each neighbouring LE Server.

An LES MUST refresh the LE Client Unicast Registration CSA records with each neighbour server in the
SynchronizationPeer Server List by originating an LE Client Unicast Registration CSA at |east once every
(RegistrationLifetime/2) seconds and flooding it to each neighbour server.

5.4.2.10.14 _ Purging an LE Client Unicast Registration CSA

If alocal LE Client successfully unregisters a unicast MAC address, the LE Server MUST originate an LE Client
Unicast Registration CSA for the unicast MAC address with the Remaining Lifetime field set to 0 and synchronize
this CSA with each neighbouring server.

5.4.2.10.15 Validating an LE Client Unicast Registration CSA

An LE Client Unicast Registration CSA isvalid if

1. any existing LE Client Unicast Registration cache entries with the same target ATM address have an
Originator ID less than or equal to that of the CSA, and

2. any existing LE Client Unicast Registration cache entries with the same target LAN destination have an
Originator ID less than or equal to that of the CSA, and

3. any cache entrieswith an equal ATM address, LAN destination, and OID have the same Cache Key and
LECID asthe CSA.

If the CSA isvalid, then the server MUST remove all LE Client Unicast Registration cache entries with a matching
ATM address or LAN destination, and a strictly smaller Originator ID. If there exists an entry with amatching OID,
ATM address, LAN destination, LECID, and Cache Key, then the server MUST update the Sequence Number,
Remaining Lifetime, and TLV set of the cache entry. If there is no cache entry with amatching OID, ATM address,
LAN destination, LECID, and Cache Key, then the server MUST install a new cache entry.

If aUnicast LNNI Database Entry is removed that correspondsto alocal LE Client, a LES MUST terminate thisLE
Client. Termination is required because thereis no way to asynchronously inform an LE Client that a previously
successful registration has become invalid.

If the LE Client Unicast Registration CSA is not valid, the server MUST NOT make any changes to the cache based
on the CSA.

5.4.2.10.16 Removal of LE Client Unicast Registration Cache Entries

Theremoval of registration cache entries MUST NOT result in other changes to the local copy of the LNNI
Database.

5.4.2.10.17 Originating an LE Client Multicast Registration CSA

If an LE Client successfully registers amulticast MAC address using the LE_REGISTER protocol, the LE Server
MUST originate an LE Client Multicast Registration CSA and synchronize this CSA with each neighbouring LE
Server.

Additionally, if there is an SMS serving the registered multicast MAC address and the SM Ss are operating in

distributed mode, then the LES MUST assign the LE Client to an SMS before synchronizing its registration data,
and MUST include this assignment in the multicast registration CSA. The algorithm used by LESsin assigning
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LE Clients to SMSs s outside the scope of this specification, but the assignment must satisfy (a) the assigned SMS
must be operational (i.e. a SMS Refresh cache entry exists), and (b) the assigned SM'S must be serving the registered
MAC address (i.e. a SMS Multicast Registration cache entry exists for the SMS/MAC combination).

An LES MUST refresh the LE Client Multicast Registration CSA records with each neighbour server in the
SynchronizationPeer Ser ver List by originating an LE Client Unicast Registration CSA at |east once every
(RegistrationLifetime/2) seconds and flooding it to each neighbour server. A LESMAY dlter the assignment
of the multicast registration from one SM S to another in subsequent refreshes.

5.4.2.10.18 Purging an LE Client Multicast Registration CSA

If alocal LE Client successfully unregisters amulticast MAC address, the LE Server MUST originate an LE Client
Multicast Registration CSA for the multicast MAC address with the Remaining Lifetime field set to O and
synchronize this CSA with each neighbouring LE Server.

5.4.2.10.19 _ Validating an LE Client Multicast Registration CSA

An LE Client Multicast Registration CSA isvalid if

1. any existing LE Client Multicast Registration cache entries with the same target ATM address have an
Originator ID less than or equal to that of the CSA, and

2. any cache entries with an equal ATM address and OID have the same Cache Key and LECID asthe CSA.

If the CSA isvalid, then the server MUST remove all LE Client Multicast Registration cache entries with a
matching ATM address and a strictly smaller Originator ID. If there exists an entry with amatching OID, ATM
address, LECID, and Cache Key, then the server MUST update the Sequence Number, Remaining Lifetime, and TLV
set of the cache entry. If thereis no cache entry with amatching OID, ATM address, LECID, and Cache Key, then
the server MUST install anew cache entry.

If aMulticast LNNI Database Entry is removed that correspondsto aloca LE Client, aLES MUST terminate this
LE Client. Termination is required because there is no way to asynchronously inform an LE Client that a
previously successful registration has becomeinvalid.

If the LE Client Multicast Registration CSA is not valid, the server MUST NOT make any changes to the cache
based on the CSA.

Upon detecting a multicast address not yet served by another SMS, a LES SHOULD determine whether local LE
Clients which have been assigned to the BUS for that multicast address should be reassigned to the SMS. If the
LES choosesto reassign alocal LEC, it MUST issue aLE_NARP to that client indicating that the multicast address
isnow served by the SMS'sATM address. A LESMAY perform such a determination at any point to reassign LE
Clientsto particular SMSs.

5.4.2.10.20 Removal of LE Client Multicast Registration Cache Entries

The removal of registration cache entries MUST NOT result in other changes to the local copy of the LNNI Database.

5.4.2.10.21 __ Originating an SMS Multicast Registration CSA

To advertise amulticast MAC address that it serves, an SMS MUST originate an SMS Multicast Registration CSA
and synchronize this CSA with each neighbouring server.
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An SMS MUST refresh its SMS Multicast Registration CSA records with each neighbour server in the
SynchronizationPeer Ser ver List by originating an SMS Multicast Registration CSA at |east once every
(RegistrationLifetime/2) seconds and flooding it to each neighbour server.

5.4.2.10.22 Purging a SMS Multicast Registration CSA

A SMS may advertise that it isno longer serving a particular multicast address by originating a SMS Multicast
Registration CSA with Remaining Lifetime equal to 0.

5.4.2.10.23 __ Validating an SMS Multicast Registration CSA

An SMS Multicast Registration CSA isvalid if

1. any existing SMS Multicast Registration cache entries with the same target ATM address have an
Originator ID less than or equal to that of the CSA, and

2. any cache entries with an equal ATM address and OID have the same Cache Key asthe CSA.

If the CSA isvalid, then the server MUST remove all SMS Multicast Registration cache entries with a matching
ATM address and a strictly smaller Originator ID. If there exists an entry with a matching OID, ATM address, and
Cache Key, then the server MUST update the Sequence Number, Remaining Lifetime, and TLV set of the cache
entry. If thereis no cache entry with amatching OID, ATM address, and Cache Key, then the server MUST install a
new cache entry.

If the LE Client Multicast Registration CSA is not valid, the server MUST NOT make any changes to the cache
based on the CSA.

5.4.2.10.24 Removal of SMS Multicast Registration Cache Entries

The removal of registration cache entries MUST NOT result in other changes to the local copy of the LNNI
Database.

5.5 Control Communications

Each LES must be able to forward certain LAN Emulation control framesto al others LESsin an ELAN, as
described in Section 2.4.5. These frames are forwarded over Control Coordinate connections. Each LES establishes
a Control Coordinate connection to each other LES servicing a given ELAN, providing afully connected mesh
between an ELAN’s LESs. Control Coordinate connections utilize LL C-multiplexed V CCs, which may be shared
with other LLC-multiplexed traffic, namely with Cache Synchronization connections, described below.

5.5.1 Establishing Control Coordinate VCCs

Each LES MUST establish and maintain a Control Coordinate connection to each other LESinthe ELAN (i.e. each
LESinthe LNNI Database).

For each Control Coordinate connection to apeer LES, the local LES SHOULD use an existing LL C-multiplexed
VCC to this peer LESif such a connection aready exists or isin the process of being established. Otherwise, a new
LLC-multiplexed VCC MUST be established.

For Control Coordinate connections which require the creation of anew VCC, the new VCC MAY be set up as

either a new point-to-point VCC to the peer LES or as aleaf in a point-to-multipoint call at the choice of the LES
implementation.
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5.5.2 Handling VCC Setup Failure

If the LLC-multiplexed VCC connection attempt fails, the calling LES MUST attempt to establish the retry
continuously based on the logic in section 5.1.2.1.7 until either a connection is successfully established or until
such time asthe LES is removed from the LNNI Database.

5.5.3 B-LLI Codepoint for Control Coordinate VCCc

Control Coordinate connections MUST use LLC-multiplexed VCCs. All other call parameters signalled by the LES
when creating new VCCs for Control Coordinate connections are those defined in Section 3 (Connection
Management Services).

5.5.4 Accepting Incoming Control Coordinate Connections

An LES MUST accept a UNI signalling request to establish an LL C-multiplexed VCC to its LL C-multiplexed
ATM address (Ser ver M uxedAtmAddr ess) with the assumption that this VCC will be used for Cache
Synchronization and/or Control Coordinate traffic. An LESMAY refuse a UNI signalling request if it contains call
parameters other than as defined in Section 3 (Connection Management Services).

The server MAY release this connection if, upon completion, no valid synchronization or control communications
use the VCC within the I dleL aneContr ol VccTimeout AND the calling party address does not match a
configured server addressin its SynchronizationPeer ServerList.

5.5.5 Handling Duplicate Control Coordinate Connections

When an LES receives an incoming LLC-multiplexed VCC setup request from an ATM address to which it already
has a connection, it SHOULD accept the request and apply the ageing rules for duplicate Data Direct VCCsfound in
Section 8.1.13 of [5] for ageing out the appropriate duplicate VCC.

5.5.6 Handling Release of Control Coordinate Connections

If an LLC-multiplexed VCC isreleased by a peer LES, resulting in the loss of all Control Coordinate connectivity
to the peer LES, the local LES MUST attempt to establish a new LL C-multiplexed VCC to the LES which initiated
therelease. If the setup request fails, the calling server MUST retry continuously based on the logic in section
5.1.2.1.7 until either a connection is successfully established, or such time asthe called server isremoved from the
LNNI Database.

5.5.7 Removal of an LES

If apeer LESisremoved from the LNNI Database , the local LES MUST stop sending any Control Coordinate
traffic to that LES. If the VCC which was being used for Control Coordinate traffic to this LESis still being used
for synchronization communications or for some other LL C-muxed protocol, then the LES MUST stop using the
VCC for control communications. Otherwise, the VCC MAY immediately be released.

An LES can removeitself from the ELAN by synchronizing an LES Refresh CSA with a Remaining Lifetime of

zero to each of its neighbours. Once thisis complete it MUST stop sending any control or synchronization traffic
to any peer LES. See Section 5.4.2.10.2.
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5.6 Control Frame Processing

5.6.1 LE Client Join and Terminate Protocol

LE Client Joins and Terminates are detected by the ingress LES acrossthe LUNI. If the Join or Terminate operation
isvalid, the LES updates its cache and this change is synchronized with the other LESs, using SCSP.

5.6.1.1 LE Client Join

When an LESreceivesan LE_JOIN_REQUEST from an LE Client, the LES validates the join request according to
the LUNI specification[5]. If an error is detected, the LES MUST send an unsuccessful LE_JOIN_RESPONSE to
the LE Client as specified in[5]. If no error is detected, the LES MUST add the LE Client's state to its LNNI
Database (including any implicit registration data). The LES MUST then send a successful LE_JOIN_RESPONSE
to the LE Client and synchronize the change in its cache with the other LESs.

When an LES receivesan LE_JOIN_REQUEST which contains a Preferred LES TLV, and that preferred LESis
active and not resource starved as signified by the presence of a LES Refresh cache entry identifying that LES, the
LES MUST send an unsuccessful LE_JOIN_RESPONSE (i.e. STATUS = Access Denied) to the LE Client.

5.6.1.1.1 Join Validation — LES View

An LESMAY validate LE Clients with the LECS prior to allowing the LE Client to join an ELAN. When an LES
isvalidating LE Clients then, when an LES receivesan LE_JOIN_REQUEST from an LE Client, the LES MUST

GenerateaLNNI_VALIDATE_REQUEST. The LNNI_VALIDATE_REQUEST isidentical to the
LE JOIN_REQUEST except for:

the OPCODE value and,
the LES' s non-multiplexed ATM addressis placed in the TARGET-ATM-ADRESS field
Send it to the LECS.
Upon receiving asuccessful LNNI_VALIDATE_RESPONSE , the LES MUST continue to process the

LE_JOIN_REQUEST asdefinedin[5]. If the STATUS of the LNNI_VALIDATE_REQUEST is*“Access Denied”,
the LES MUST send the LE Client aunsuccessful LE_JOIN_RESPONSE (i.e. STATUS = “Access Denied”).

56.1.1.2 Join Validation — LECS View

Upon receiving an LE_VALIDATE_REQUEST the LECS MUST check to seeif the LE Client that is attempting
tojoin the ELAN is one which is permitted to do so viathe sending LES.
The LECS responds by sending an LE_VALIDATE_RESPONSE with the STATUSfield set to:

“Success’ if the ATM addressis acceptable for an LE Client which wishesto join the ELAN viathat LES
or

" Access Denied”’ which indicates that the LE Client has failed the validation

The LECS MUST only validate that the LE Client is permitted to join the ELAN viathat LES. Any other
processing related to the LE_JOIN_REQUEST will be performed by the LES as described in the LUNI specifications

[5].
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5.6.1.1.3 Join Validation — Frame Format
Table 5-9 Join Validation Frame Format
Offset Size Name Function

0 2 MARKER Control Frame = X”FF00”

2 1 PROTOCOL ATM LAN Emulation protocol = X”01”

3 1 VERSION ATM LAN Emulation protocol version = X"01”

4 2 OP-CODE Type of request. See Table 4-2

6 2 STATUS Always X”0000” in requests. See the LUNI specifications for a list

of supported values in a response.
8 4 TRANSACTION-ID Arbitrary value supplied by the requester and returned by the
responder.

12 2 REQUESTER-LEC-ID | Always X"0000" in requests, ignored on response.

14 2 FLAGS Copy from LE_JOIN_REQUEST for request , ignored on response.

16 8 SOURCE-LAN- Copy from LE_JOIN_REQUEST for request , ignored on response.
DESTINATION

24 8 TARGET-LAN- Always “not present” when sent, ignored on receipt.
DESTINATION

32 20 SOURCE-ATM- Copy from LE_JOIN_REQUEST for request , ignored on response.
ADDRESS

52 1 LAN-TYPE Copy from LE_JOIN_REQUEST for request , ignored on response.

53 1 g?é(IMUM—FRAME— Copy from LE_JOIN_REQUEST for request , ignored on response.

54 1 NUMBER-TLVS Copy from LE_JOIN_REQUEST for request , ignored on response.

55 1 ELAN-NAME-SIZE Copy from LE_JOIN_REQUEST for request , ignored on response.

56 20 TARGET-ATM- Non-multiplexed ATM Address of the LES (S1 in [5]).
ADDRESS

76 32 ELAN-NAME Copy from LE_JOIN_REQUEST for request , ignored on response.

108 4 ITEM_1-TYPE Copy from LE_JOIN_REQUEST for request , ignored on response.

112 1 ITEM_1-LENGTH Copy from LE_JOIN_REQUEST for request , ignored on response.

113 Variable ITEM_1-VALUE Copy from LE_JOIN_REQUEST for request , ignored on response.
Etc.

5.6.1.2 LE Client Terminate

An LE Client may voluntarily terminate its connection to the LES or an LES may force an LE Client to terminate,
as described in the following two subsections.

56.1.2.1

LE Client Initiated Terminate

When an LES detects the termination of an LE Client, as defined in [5], the LES MUST remove the client and all
associated registration information from its LNNI Database as described in Section 5.4.2.10.12. The LESMUST
then synchronize the change in its cache with the other LESs in the ELAN.
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5.6.1.2.2 Server Initiated Terminate

When an LES receives an LES Refresh CSA identifying an LES not currently in the LNNI Database with a
Remaining Lifetime greater than zero, the LES MUST compare the ATM Address of the LES that originated the
CSA with the Preferred LES Address of each local LE Client. For each local LE Client whose Preferred LES
Address matches the CSA originator’s address, the Control Direct VCC to that LE Client MUST be released, and the
LES MUST remove all associated registration information from its LNNI Database. The LES MUST then
synchronize the change in its cache with the other LESs.

5.6.2 LE Client Register and Unregister Protocol

Client Registers and Unregisters are sent to the ingress LES across the LUNI. If a Register or Unregister operation
isvalid, the LES updates its cache and this change is synchronized with the other LESs, using SCSP.

5.6.2.1 LE Client Register

When an LESreceivesan LE_REGISTER_REQUEST from an LE Client, the LES validates the register request
according to[5]. If an error is detected, the LES MUST send an unsuccessful LE_REGISTER_RESPONSE to the
LE Client as specified in [5].If the registration is for a multicast address and the SM Ss are operating in distributed
mode, the LES MUST select an SMS which is not resource starved to serve that LE Client directly.

If no error is detected, the LES MUST add the LE Client's state to its LNNI Database. The LESMUST send a
successful LE_REGISTER_RESPONSE to the LE Client and synchronize the change in its cache with the other
LESs.

5.6.2.2 LE Client Unregister

When an LES receivesan LE_UNREGISTER_REQUEST from an LE Client, the LES MUST remove all associated
registration information from its LNNI Database. The LES MUST then synchronize the change in its cache with
the other LESs.

5.6.3 Verification Protocol

5.6.3.1 Receiving an LE VERIFY REQUEST

When an LESreceivesan LE_VERIFY_REQUEST from an LE Client, it MUST NOT forward it to any other LES.
Based on its LNNI Database, it sendsan LE_VERIFY RESPONSE which either confirms or deniesthe ATM
Address from the request asavalid BUS or SMS ATM address for the ELAN.

5.6.4 LE Client Address Resolution: ARP Requests and Responses

5.6.4.1 Receiving an LE ARP REQUEST across the LUNI

When an LESreceivesan LE_ARP_REQUEST across the LUNI, and the target LAN destination is registered, the
LES may choose to answer the request itself or to forward the request on.

If the LES chooses to answer the request, then it MUST transmit a successful LE_ ARP_RESPONSE to at |east
the requesting LE Client

If the LE_ARP_REQUEST isfor amulticast destination, the LES MUST respond with the ATM Address of an
operational SMS serving that MAC address that is not resource starved (if one exists), or the ATM address of a
BUS.

If the LES chooses not to answer an LE-ARP_REQUEST for a unicast destination, then:
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If thetarget LAN destination correspondsto alocal LE Client the LES MUST forward the
LE_ARP_REQUEST to at |least that local LE Client.

If the LAN destination corresponds to a non-local LE Client, then the LES MUST forward the
LE ARP_REQUEST to at least the LES at which the target LAN destination is registered.

If thetarget LAN destination is not registered, then the LES MUST forward the LE_ ARP_REQUEST to all other
LESsand to at least all local proxy LE Clients.

If the LESreceives a Targetless LE_ ARP_REQUEST, then the LES MUST forward the LE_ ARP_REQUEST to all
local LE Clientsand to all LE Servers.

5.6.4.2 Receiving an LE ARP REQUEST across the LNNI

When an LESrecelvesan LE_ARP_REQUEST from another LES, and the target LAN destination is registered by a
local LE Client, the LES may choose to answer the request itself or to forward the request on.

If the LES chooses to answer the request, then it MUST transmit a successful LE_ ARP_RESPONSE to at |east the
requesting LES. If the LES chooses not to answer the request, then the LES MUST forward the
LE_ARP_REQUEST to at least the local LE Client that registered that target LAN Destination.

The LES MUST NOT answer the request if the target LAN destination is registered by anon-local LE Client.

If the target LAN destination is not registered, then the LES MUST forward the LE_ ARP_REQUEST to at least al
local proxy LE Clients.

If the LESreceivesa TargetlessLE_ARP_REQUEST, then the LES MUST forward the request to all local LE
Clients.

5.6.4.3 Receiving an LE ARP RESPONSE across the LUNI

When an LESreceivesan LE_ARP_RESPONSE from an LE Client, and the requesting LE Client (as identified by
the LECID), islocal, then the LES MUST forward the LE_ ARP_RESPONSE to at least the requesting LE Client.
Otherwise, the LES MUST forward the LE_ ARP_RESPONSE to at |east the LES for which the requesting LE
Client islocal.

5.6.4.4 Receiving an LE ARP RESPONSE across the LNNI

When an LESreceivesan LE_ARP_RESPONSE from another LES, and the requesting LE Client (as identified by
the LECID) islocal, then the LES MUST forward the LE_ ARP_RESPONSE to at |east the requesting LE Client.
Otherwise, the LESMAY forward the LE_ARP_RESPONSE to any set of local LE Clients or may discard the
response.

5.6.5 LE Client NARP Requests

LE_NARP_REQUEST forwarding between LESs is done on the Control Coordinate VCCs.

5.6.5.1 Receiving an LE NARP REQUEST across the LUNI

When an LES receivesan LE_ NARP_REQUEST across the LUNI, the LES MUST forward the
LE NARP_REQUEST to all local LE Clients and to all other LESs.
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5.6.5.2 Receiving an LE NARP REQUEST across the LNNI

When an LES receivesan LE_ NARP_REQUEST from another LES, the LES MUST forward the
LE_NARP_REQUEST to al local LE Clients.

5.6.6 LE Client Topology Change
LE TOPOLOGY_REQUEST forwarding between LESs is done on the Control Coordinate VCCs.

5.6.6.1 Receiving an LE TOPOLOGY REQUEST across the LUNI

When an LESreceivesan LE_ TOPOLOGY _REQUEST across the LUNI, the LES MUST forward the
LE TOPOLOGY_REQUEST to all local LE Clientsand to all other LE Servers.

5.6.6.2 Receiving an LE TOPOLOGY REQUEST across the LNNI

When an LES receives an LE_ TOPOLOGY _REQUEST from another LES, the LES MUST forward the
LE_TOPOLOGY_REQUEST to al loca LE Clients.

5.6.7 Flush Protocol

5.6.7.1 Flush Protocol - LES View

LE FLUSH RESPONSE forwarding between LESs is done on the Control plane.

56.7.1.1 Receiving an LE_FLUSH_RESPONSE across the LUNI

When an LES receives an LE_FLUSH_RESPONSE across the LUNI and the LECID in the
LE_FLUSH_RESPONSE is known and indicates alocal LE Client, then the LES MUST forward the
LE_FLUSH_RESPONSE to at |east the requesting LE Client.

If the LECID is known and indicates a non-local LE Client, then the LES MUST forward the
LE_FLUSH_RESPONSE to at least the LES for which the requesting LE Client islocal.

If the LECID is unknown, then the LES MUST forward the LE_FLUSH_RESPONSE to all other LESsand to at
least all local proxy LE Clients.

5.6.7.1.2 Receiving an LE FLUSH RESPONSE across the LNNI

When an LES receivesan LE_FLUSH_RESPONSE from another LES and the LECID in the
LE FLUSH RESPONSE isknown and indicates alocal LE Client, then the LES MUST forward the
LE FLUSH_ RESPONSE to at |least the requesting LE Client.

If the LECID is known and indicates anon-local LE Client, then the LES MAY discard the response or MAY
forward the LE_FLUSH_RESPONSE to any set of local LE Clients.

If the LECID is unknown, then the LES MUST forward the LE_ FLUSH_RESPONSE to at least all local proxy LE
Clients.
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5.6.7.2 Flush Protocol - BUS View

5.6.7.2.1 Receiving an LE FLUSH REQUEST across the LUNI

When aBUSreceivesan LE_ FLUSH_REQUEST across the LUNI and the target LAN destination correspondsto a
local LE Client, the BUS MUST forward the LE_ FLUSH_REQUEST to at least the destination LE Client. If the
LAN destination correspondsto anon-local LE Client, the BUS MUST forward the LE FLUSH_REQUEST to at
least the BUS for which the LAN destination correspondsto alocal LE Client.

If the TARGET-LAN-DESTINATION ispresentinthat LE FLUSH REQUEST the BUS MUST distribute the
LE FLUSH REQUEST on the VCC that would be used to forward data frames (see Section 5.7.2) to the target
LAN Destination specified in the LE_FLUSH_REQUEST frame.

When aBUS receivesan LE_FLUSH_REQUEST across the LUNI with an unspecified target LAN destination, then
the BUS MUST forward the LE_ FLUSH_REQUEST to at least the BUS for which the target ATM addressin the
LE_FLUSH_REQUEST correspondsto alocal LE Client.

5.6.7.2.2 Receiving an LE_ FLUSH REQUEST across the LNNI

When aBUS receivesan LE_FLUSH_REQUEST from another BUS, the BUS MUST NOT forward the
LE_FLUSH_REQUEST to any other BUS.

When aBUSreceivesan LE_FLUSH_REQUEST from another BUS and the target LAN destination corresponds to a
local LE Client, the BUS MUST forward the LE_ FLUSH _REQUEST to at |least the destination LE Client. If the
LAN destination corresponds to a non-local LE Client, the BUS MAY discard the request or forward it to any set of
local LE Clients.

When aBUS receivesan LE_FLUSH_REQUEST from another BUS with an unspecified target LAN destination,
and the target ATM address corresponds to alocal LE Client, then the BUS MUST forward the

LE FLUSH_REQUEST to at least the destination LE Client. If thetarget LAN destinationisnot alocal LE
Client, the BUS MAY discard the request or forward it to any set of local LE Clients.

5.7 BUS Data Communications

The primary responsibility of the Broadcast and Unknown Server (BUS) isto forward data frames between clients
who have yet to establish a Data Direct VCC, and to forward multicast frames which are not handled by any SMS.
Inan ELAN with multiple BUSs, the BUSs must forward frames to and from other BUSs as well asto and from
clients. Asdefinedin Section 2, aBUS'slocal clientsare those clients directly attached to the BUS viaa Multicast
Send VCC. A BUS forwards frames between itslocal clients and other BUSs, which in turn forward to their local
clients.

5.7.1 BUS Connections

BUSs must be interconnected with alogical mesh of VCCs to accomplish their forwarding objectives. The VCCs
between BUSs are referred to as Multicast Forward VCCs. This section defines how Multicast Forward VCCs are
signalled, established, and maintained.

5.7.1.1 Learning About a Neighbour BUS

BUS information, specifically the BUS ATM address, is distributed as part of the LNNI Database. When an LES
learns of anew or failed BUS serving the ELAN, it MUST notify its associated BUS of the new/failed neighbour.
The method of notification is outside the scope of this specification. Upon notification, the BUS MUST attempt to
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connect to the newly discovered BUS as described in Section 5.7.1.2, and it MUST discontinue connection attempts
to any failed BUS as described in Section 5.7.1.7.

5.7.1.2 Establishing Multicast Forward VCCs

When aBUS isinformed of a new BUS serving the ELAN, it MUST attempt to establish a Multicast Forward VCC
to that BUS using the signalling parameters described in Section 5.7.1.3.

5.7.1.3 BLLI Codepoint and Signalling Parameters

The signalling parameters for aBUS-BUS Multicast Forward VVCC are defined in Section 3. In particular, BUS-BUS
Multicast Forward VCCs do not use LL C encapsulation

5.7.1.4 Number of Multicast Forwards

A BUSMAY establish multiple Multicast Forward VCCs to accomplish its forwarding objectivesin an optimized
manner. Thismay result in asingle Multicast Forward VCC to all other BUSs, in multiple Multicast Forward
VCCsto distinct sets of BUSs, in multiple overlapping Multicast Forward VCCs, or in any other combination of
Multicast Forward VCCs.

5.7.1.5 Accepting Multiple Multicast Forwards

A BUS MUST accept multiple Multicast Forward VCCs from another BUS. If the calling address of an incoming
Multicast Forward VCC SETUP is not the ATM address of aBUS or SMSin the LNNI Database, the SETUP
MUST be rejected.

5.7.1.6 _Handling Connection Failures

If the establishment of a Multicast Forward V CC to another BUS fails, then the BUS MUST retry the SETUP as
described in Section 5.1.2.1.7.. The BUS MUST periodically attempt to establish the connection until either the
connection succeeds, or until the neighbour BUS is removed from the distributed SCSP database.

5.7.1.7 Handling Released Data Connection

If aMulticast Forward VCC is released, the BUS MUST attempt to re-establish the connection. The BUS MUST
handle failed connection attempts as described in Section 5.7.1.6.

5.7.1.8 Releasing Data Connections

When a BUS terminatesiits service of an ELAN, it MUST release its BUS-BUS Multicast Forward VCCs. The
VCCs MUST be released with UNI cause “Normal, unspecified.” 1f aBUS hasaMulticast Forward VCC to
another BUS which is removed from the LNNI Database, then the BUS MUST release the Multicast Forward to the
other BUS with UNI cause “Normal, unspecified.”

5.7.1.9 Rejecting Data Connections

A BUSMAY reject an incoming Multicast Forward VCC from a calling ATM address which is not listed asthe
ATM address of aBUS or SMSin the LNNI Database. The rejection MUST be signalled with UNI cause “ Call
rejected.”

5.7.2 Data Forwarding Rules

This section describes the forwarding rules governing the BUS' handling of data frames.
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5.7.2.1 Minimal Forwarding Rules

In this section, we define the minimal set of destinationsto which aBUS must forward areceived frame and the
minimal set of destinations to which aBUS must not forward aframe. BUSs may forward frames any destination
setinthisrange. The forwarding rules are phrased in terms of the destination MAC address and the entity that
forwarded the frame to the BUS.

57211 General Forwarding Rules

572111 Frame Duplication

A BUSMUST NOT forward aframe in such away that any destination receives multiple copies of the frame.

572112 BUS to BUS Forwarding

A BUS MUST NOT forward aframe received from an SMS or aBUS to another BUS.

572113 BUS to SMS Forwarding
A BUS MUST NOT forward framesto an SMS.

5.7.2.1.2 Unicast Data Forwarding

572121 Receiving Unicast Data across LUNI

When a BUS receives a unicast frame from an LE Client andthe LAN destination is registered and corresponds to a
local LE Client, the BUS MUST forward the unicast frame to at least the destination LE Client. If the LAN
destination is registered but corresponds to anon-local LE Client, then the BUS MUST forward the unicast frame to
at least the BUS for which the LAN destination correspondsto alocal LE Client.

If the LAN destination is not registered, then the BUS MUST forward the unicast frameto at least all other BUSs
and all local proxy LE Clients.

572122 Receiving Unicast Data from BUS

When aBUS receives a unicast frame from another BUS and the LAN destination is registered and corresponds to a
local LE Client, then the BUS MUST forward the unicast frame to at least the destination LE Client. If the LAN
destination is registered but corresponds to anon-local LE Client, the BUSMAY discard the frame or it MAY
forward it to any set of local LE Clients.

If the LAN destination is not registered, then the BUS MUST forward the unicast frameto at least all local proxy LE
Clients.

572123 Receiving Unicast Data from SMS

Receiving a unicast frame from an SMSis an error condition, which the BUS may or may not be able to detect. If a
BUS receives a unicast frame from the SMS, it MAY discard the frame or forward it to any set of local LE Clients.

5.7.2.1.3 Multicast Data Forwarding

572131 Receiving Multicast Data across LUNI

When a BUS receives a multicast frame from an LE Client, the BUS MUST forward the frameto all BUSs and to at
least the local non-SMF LE Clients and the local SMF-LE Clients registered for that multicast destination.

Page 72 of 120 ATM Forum Technical Committee



LAN Emulation Over ATM Version 2 - LNNI Specification af-lane-0112.000

572132 Receiving Multicast Data from BUS

When a BUS receives a multicast frame from another BUS, the BUS MUST forward the multicast frame to at least
the local non-SMF LE Clients and the local SMF-LE Clients registered for that multicast destination.

572133 Receiving Multicast Data from SMS

When a BUS receives amulticast frame from an SMS, the BUS MUST forward the multicast frame to all local non-
SMF LE Clients. The BUS MUST NOT forward the frame to any SMF LE Clients.

5.8 SMS Data Communications

SMSs may operatein either stand-alone or distributed mode.

5.8.1 SMS Connections

A stand-alone SMS connects to every LE Client that registers for a MAC address served by the SMS, and must
connect to every BUS. A distributed SMS must be connected to every LE CLIENT assigned to that SMS for a
served MAC address, and to all BUSs and to all other SMSs serving the multicast destination. The VCCs
established by an SMS for data forwarding are referred to as Multicast Forward VCCs. An ELAN is served by either
stand-alone or distributed mode SMSs, it cannot be served by both types of SMSs simultaneously. This section
defines how the SM S Multicast Forward V CCs are signalled, established, and maintained.

5.8.1.1 Learning About Destinations

LE Client, BUS, and SMSinformation is distributed as part of the LNNI Database. SMSslearn of new or failed LE
Clients, BUSs, and SM Ss from this database.

5.8.1.2 Establishing Multicast Forward VCCs

When an SMSisinformed of a new BUS serving the ELAN, it MUST attempt to establish a Multicast Forward
VCC to that BUS using the signalling parameters described in Section 5.8.1.3.

58.1.2.1 Stand-alone SMS

A stand-alone SMS MUST NOT attempt to establish a Multicast Forward VCC to any other SMS. When a stand-
alone SMS learns of anew SMF LE Client registering for amulticast address served by the SMS, it MUST attempt
to establish a Multicast Forward VCC to that LE Client using the signalling parameters described in Section
5.8.1.3.

58122 Distributed SMS

When adistributed SM S learns of a new SMS serving the same multicast MAC addressin the ELAN, it MUST
attempt to connect to the newly discovered SM S using the signalling parameters described in Section 5.8.1.3. When
adistributed SM S learns of anew SMF LE Client being assigned to that SMS as areceiver for a particular multicast
address, it MUST attempt to establish a Multicast Forward VCC to that LE Client using the signalling parameters
described in Section 5.8.1.3.

5.8.1.3 BLLI Codepoint and Signalling Parameters

The signalling parameters for an SMS Multicast Forward VCC are identical to those of the signalling parameters for
aBUS-BUS Multicast Forward as defined in Section 5.7.1.3. In particular, SMS Multicast Forward VCCs use
LANE encapsulation and the LANE BLLI codepoint, and may be either point-to-point or point-to-multipoint
connections. Multicast Forward VCCs MUST NOT be LL C-multiplexed.
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5.8.1.4 Number of Multicast Forwards

An SMSMAY establish multiple Multicast Forward VCCs to accomplish its forwarding objectivesin an optimized
manner.

5.8.1.5 Accepting Multiple Multicast Forwards

A distributed SMS MUST accept multiple Multicast Forward V CCs from another SMS.

5.8.1.6 _Handling Connection Failures

If the establishment of a Multicast Forward VCC fails, then the SMS MUST retry the SETUP continuously based
on thelogic in section 5.1.2.3.6 until either the connection succeeds, or until the destination is removed from the
LNNI Database.

5.8.1.7 Handling Released Data Connection

If aMulticast Forward VCC is released, the SMS MUST attempt to re-establish the connection. The SMS MUST
handle failed connection attempts as described in Section 5.8.1.6.

5.8.1.8 Releasing Data Connections

When an SM S terminates its service of an ELAN, it MUST release its Multicast Forward VCCs. The VCCs
MUST be released with UNI cause “Normal, unspecified.” If an SMS has a Multicast Forward VCC to a destination
which is removed from the LNNI Database, then the SMS MUST release the Multicast Forward with UNI cause
“Normal, unspecified.” If an SMF LE Client unregisters a MAC address which resultsin that LE Client having no
registered MAC addresses served by that SM S, the SMS MUST release the Multicast Forward VCC tothe LE
Client with cause “Normal, unspecified.”

5.8.1.9 Rejecting Data Connections

A distributed SMSMAY rgject an incoming Multicast Forward VCC from acaling ATM address which is not
listed asthe ATM address of an SMSin the LNNI Database. Therejection MUST be signalled with UNI cause
“Call rgjected.” A stand-alone SMS SHOULD reject al incoming Multicast Forward VV CCs with UNI cause “ Call
rejected.”

5.8.2 Data Forwarding Rules
This section describes the forwarding rules governing the SMS' handling of data frames.

5.8.2.1 Forwarding in Stand-Alone Mode

This section defines the forwarding rules for a stand-alone SMS.

58.21.1 Receiving Multicast Data across LUNI

A stand-alone SMS MUST forward frames received from LE Clientsto all SMF LE Clients registered for the
destination MAC address and to all BUSs.

5.8.2.2 Forwarding in Distributed Mode

This section defines the forwarding rules for distributed SMSs.
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5.8.22.1 Receiving Multicast Data across LUNI

A distributed SMS MUST forward frames received from LE Clientsto all SMF LE Clients which are both registered
for the destination MAC address and assigned to the SMS as areceiver. Additionaly, adistributed SM'S must
forward multicast framesto all BUSs and to all other SM Ss serving the multicast destination.

5.8.2.2.2 Receiving Multicast Data from SMS

A distributed SMS MUST forward frames received from SMSsto all SMF LE Clients which are both registered for
the destination MAC address and assigned to the SMSasareceiver. The SMSMUST NOT forward frames received
from an SM S to other SMSs or to BUSs.
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6 Appendix A: Implementing a VCC-Mapped BUS

The data forwarding rules for the BUS detailed in Section 5.7.2.1 are stated in terms that imply the contents of the
frame, at |least the destination MAC address, are analyzed by the BUS. A BUS which inspects aframe’ s content is
referred to as an Intelligent BUS (1-BUS). In fact, the forwarding rules can be satisfied without inspecting the
contents of any frame, with forwarding decisions based only on the VCC that is used to deliver the frame to the
BUS. A BUS that makes forwarding decisions based on only the inbound VCC isreferred to as a VCC-Mapped
BUS.

There are many ways that a VV CC-Mapped BUS can be implemented and meet the rules of Section 5.7.2.1. A simple
example of aBUS would contain one point-to-multipoint VCC to all the SMF-LE Clients, another point-to-
multipoint VCC to all the non-SMF clients and another point-to-multipoint VCC to all the BUSs in the ELAN.
While thisresultsin alower number of VCCs, the multicast latency isrelatively high. In another approach, aBUS
can make a distinction between LANEv1 non-SMF LE Clients and LANEv2 non-SMF LE Clients. This distinction
isbeneficial because LANEV1 LE Clients accept only one (the default) Multicast Forward VCC while the LANEv2
LE Clients accept multiple Multicast Forward VCCs, even in the non-SMF mode. With the distinction of a
separate Multicast Forward VCC for only LANEV1 LE Clients, additional optimizations to improve latency are
possible.

The examplesin this appendix show several possible VCC-Mapped BUS implementations in various ELAN
configurations. ELAN configurations with LANEv1 LE Clients only, LANEv2 LE Clients only, and a mix of
LANEvV1 and LANEV2 LE Clients are provided.

6.1 VCC-Mapped BUS Inputs and Outputs

BUS inputs are uniquely classified as VCCs originating from alocal LE Client, another BUS, or an SMS. These
VCCs carry dataand or control traffic that must be distributed to the VCC-Mapped BUS outputs. VCC-Mapped
BUS outputs are uniquely classified as point-to-multipoint VCCs to one or more of the following LNNI entities:
LANEvV1 LE Clients, non-SMF LANEv2 LE Clients, SMF LE Clients, and BUSs.

6.2 VCC-Mapped BUS Forwarding Rules

There are many ways that a VCC-Mapped BUS can be implemented and satisfy the rules stated in Section 5.7.2.
Since aVCC-Mapped BUS forwards frames based solely on the type of VCC aframe was received on, the rules
governing VCC-Mapped BUS behaviour are summarized below.

Frames received from local LE Clients must be forwarded to all local LE Clients and to all BUSs and not to
any SMS.

Frames received from a BUS must be forwarded to all local LE Clients and not to any other BUS or SMS.

Frames received from an SM'S must be forwarded to all non-SMF LE Clients and not to any SMF LE
Clients, any other BUS or any other SMS.

Each LE Client and BUS in the ELAN must receive only one copy of each frame transmitted to the VCC-
Mapped BUS.

LANEvV1 LE Clients accept only one Multicast Forward VCC (i.e. reside as aleaf on only one Multicast
Forward VVCC).
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6.3 VCC Optimized VCC-Mapped BUS

The simplest VCC-Mapped BUS maintains 3 Multicast Forward VCCs: one to local SMF LE Clients, one to local
non-SMF LE Clients (including LANEv1 LE Clients), and one to other BUSs. All normative statementsin this
section refer only to BUSs implementing this VCC-Mapped BUS. This strategy minimizes the number of leaves on
the BUS Multicast Forward VCCs. However, the BUS is required to replicate frames over multiple VCCs. The
forwarding rules of this section are depicted in Figure 6-1.

Two replications

/ BUS

Local LE Client—»;f
SMS—)E‘L O BUS BUS
BUS— |0\

Lt e

/\ | I BUS

One replication

1 [ T 1

LE Client| | LE Client | |LE Client LE Client| |LE Client | [ LE Client

<« lLocal SMF > < Localnon-SMF ______

Figure 6-1 Basic VCC-Mapped BUS Example

6.3.1 Receiving Data from LE Clients

A VCC-Mapped BUS MUST map a Multicast Send VCC from alocal LE Client to al three Multicast Forward
VCCs. Framesreceived from local LE Clients MUST be forwarded over each of the three Multicast Forward VCCs.

6.3.2 Receiving Data from BUSs
A VCC-Mapped BUS MUST map a Multicast Forward VCC from another BUS to the two Multicast Forward

VCCstoloca LE Clients. Frames received from BUSs MUST be forwarded over each of the two Multicast Forward
VCCs.

6.3.3 Receiving Data from SMSs

A VCC-Mapped BUS MUST map a Multicast Forward VCC from an SM S to the Multicast Forward VCC to local
non-SMF LE Clients. Frames received from SMSs MUST be forwarded over this Multicast Forward VCC.
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6.4 Replication Optimized VCC-Mapped BUS with no LANEv2 LE
Clients

The BUS strategy in Section 6.3 is optimized for VCC usage. The remainder of the examples present BUS
strategies that are optimized for frame replication. For this section, a simplifying assumption is made in that there
areno LANEV2 LE Clients. Thisassumption isremoved in alater section. The BUS has two Multicast Forward
VCCs, oneto al local (LANEV1) LE Clients, and the other to all BUSs. The BUS only has to replicate frames
from local LE Clients. Normative statements in this section refer only to BUSs implementing this VCC-Mapped
BUS strategy. The forwarding rules of this section are depicted in Figure 6-2.

_ BUS
Local LE Client———{.
SMS———{. "-.BUS BUS
BUS——— . " e
T BUS
LE Client| |LE Client || LE Client LE Client | | LE Client | [LE Client

A
\4

Local V1

Figure 6-2 VCC-Mapped BUS Example with no LANEv2 LE Clients

6.4.1 Receiving Data from LE Clients

A BUS MUST map aMulticast Send VCC from alocal LE Client to both Multicast Forward VCCs. Frames
received from local LE Clients MUST be forwarded over each of these Multicast Forward VCCs.

6.4.2 Receiving Data from BUSs

A VCC-Mapped BUS MUST map a Multicast Forward VCC from another BUS to the Multicast Forward VCC to
local LE Clients. Frames received from BUSs MUST be forwarded over this Multicast Forward VCC.

6.4.3 Receiving Data from SMSs

A VCC-Mapped BUS MUST map a Multicast Forward VCC from an SM S to the Multicast Forward VVCC to local
LE Clients. Framesreceived from SMSs MUST be forwarded over this Multicast Forward VCC.
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6.5 Replication Optimized VCC-Mapped BUS with no LANEvV1 LE
Clients

The BUS strategy in Section 6.4 assumes that there are no LANEV2 LE Clients. In this section, the assumption is
that there are no LANEVL1 LE Clients. This assumption isremoved in alater section. Again, the BUS is optimized
for frame replication. The BUS has three Multicast Forward VCCs, one to all local non-SMF LE Clients, one to all
local LE Clients, and the other to all local LE Clientsand all BUSs. Notethat each local LE Client is aleaf on
multiple Multicast Forwards VCCs. Using this strategy, the BUS does not perform any frame replication, each
incoming frame is forwarded on a single Multicast Forward VCC. Normative statements in this section refer only to
BUSs implementing this VCC-Mapped BUS strategy. The forwarding rules of this section are depicted in Figure
6-3.

_ BUS
Local LE Client——— .

BUS——}. "~ .BUS BUS

' BUS

L T T

LE Client| |LE Client | |LE Client LE Client | | LE Client [ | LE Client

<« lLocal SMF > < Localnon-SMF ___

Figure 6-3 VCC-Mapped BUS Example with no LANEv1 LE Clients

6.5.1 Receiving Data from LE Clients
A VCC-Mapped BUS MUST map a Multicast Send VCC from alocal LE Client to the Multicast Forward VCC to

local LE Clients and BUSs. Framesreceived from local LE Clients MUST be forwarded over each of this Multicast
Forward VCC.

6.5.2 Receiving Data from BUSs

A VCC-Mapped BUS MUST map a Multicast Forward VCC from another BUS to the Multicast Forward VCC to
al local LE Clients. Frames received from BUSs MUST be forwarded over this Multicast Forward VCC.

6.5.3 Receiving Data from SMSs

A VCC-Mapped BUS MUST map a Multicast Forward VCC from an SM S to the Multicast Forward VCC to local
non-SMF LE Clients. Frames received from SMSs MUST be forwarded over this Multicast Forward V CC.

ATM Forum Technical Committee Page 79 of 120



af-lane-0112.000 LAN Emulation Over ATM Version 2 - LNNI Specification

6.6 Replication Optimized VCC-Mapped BUS with LANEv1 and
LANEv2 LE Clients

In this section, we present a VCC-Mapped BUS that has both LANEv1 and LANEv2 LE Clients, and which
optimizes for frame replication by eliminating multiple transmissions where possible. This BUS maintains 4
Multicast Forward VCCs: oneto al local LANEv1 LE Clients, oneto local non-SMF LE Clients, one to all local
LANEV2 LE Clients, and oneto all local LANEv2 LE Clientsand al BUSs. ThisVCC-Mapped BUS
implementation segregates LANEv1 LE Clients from all other LNNI BUS destinations, since LANEv1 LE Clients
accept only asingle Multicast Forward VCC.

The forwarding rules of this section are depicted in Figure 6-4.

] BUS
Local LE Client———.
BUS —— . 5w, ¢+ BUS
-  BUS
L
* . .
@
Y A ) I A A
LE Client | | LE Client| [LE Client| |LE Client LE Client | | LE Client

<—— Local SMF —> <— Local non-SMF > < Local V1 —m—>

Figure 6-4 VCC-Mapped BUS Example with vl & v2 LE Clients

6.6.1 Receiving Data from LE Clients
A VCC-Mapped BUS MUST map aMulticast Send VCC from alocal LE Client to the Multicast Forward VCC to

local LANEvV1 LE Clients and to the Multicast Forward VCC to local LANEV2 LE Clientsand BUSs. Frames
received from local LE Clients MUST be forwarded over each of these Multicast Forward VCCs.

6.6.2 Receiving Data from BUSs
A VCC-Mapped BUS MUST map a Multicast Forward VCC from another BUS to the Multicast Forward VCC to

local LANEV1 LE Clients and to the Multicast Forward VCC to local LANEv2 LE Clients. Frames received from
BUSs MUST be forwarded over each of these Multicast Forward VCCs.

6.6.3 Receiving Data from SMSs
A VCC-Mapped BUS MUST map aMulticast Forward VCC from an SMS to the Multicast Forward VCC to local

LANEvV1 LE Clients and to local non-SMF LANEv2 LE Clients. Frames received from SMSs MUST be forwarded
over each of these Multicast Forward VCC.
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7 Appendix B — LNNI TLVs [Normative]

This appendix provides the specifications for all of the TLVs which are defined for LNNI. The Version column
indicates that the TLV was defined for LANEv2 LNNI. Other LANE TLVs are specified in other ATM Forum
approved specifications and therefore are not defined in this document, but may be included in LNNI defined control
frames. If a LNNI TLV is received whose length is less than that as defined in Table 7.1, then the TLV MUST be
ignored. The TLV MUST be processed if the length is greater than or equal to the length given in Table 7.1.

Figure 7-1: LNNI TLVs

ltem Type Len | Description

Serverld 00-A0-3E-14 2 Unique identifier for a server
within an ELAN.

ServerGroupld 00-A0-3E-15 2 Uniquely correlates to an
ELAN-ID. Required for SCSP.

SynchronizationPeerServer 00-A0-3E-16 20 Multiplexed ATM Address of

LES or SMS to synchronize
databases using SCSP.

LecldRange 00-A0-3E-17 4 Format of TLV is xxxxyyyy
where:

xxxX = Two octet lower LE
Client ID Bound

yyyy = Two octet upper LE
Client ID Bound

The LECID range  must
constitute a unique non-
overlapping set of LECIDs for
the ELAN.

OptimizedSmsTopology 00-A0-3E-18 1 If set to zero, SMS must
maintain complete registration
database of unicast
information and LESs must
synchronize unicast registraton
data with neighbor SMSs.
Else, if set to one, the
optimizations  desribed in
Section 2.4.4 are permitted.

SmsModeOfOperation 00-A0-3E-19 1 Indicates SMS operational
mode.

0 = STAND_ALONE
1 =DISTRIBUTED

InitialRetryTimeout 00-A0-3E-1A 2 the time in seconds that a
server may wait before it retries
after a VCC setup fails

RetryMultiplier 00-A0-3E-1B 2 specifies the factor by which
the PeerConnectRetryTimeout
value must be multipled
before retrying subsequent
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failed VCC setup

MaxRetryTimeout 00-A0-3E-1C 2 specifies the maximum time in
seconds that a server may wait
before it retries a setup to the
peer server.

OperationalServer 00-A0-3E-2E 24 | First twenty octets contain the
non-multiplexed ATM Address
of an operational server. The
next two octets represent the
Keep-Alive time, which is the
time in seconds the LECS will
assume the LES is alive in the
absence of further Keep-Alive
Requests. This Keep-Alive
time is ignored by LECS on
Keep-Alive  Requests, but
should be set to 0 by the LES.
The last two bytes represent
the the Operational-Status of
the serverand should be set to
0 for normal operation and set
to 1 when suffering resource
starvation. This Operational-
Status is ignored by LES on
Keep-Alive  Responses, but
should be set to 0 by the
LECS. The TLV is also
included in LECS
Synchronization Frames.

ControlTimeout 00-A0-3E-2F 2 Two-octet value representing
the LE Server Control Timeout
(S4).

MaximumFrameAge 00-A0-3E-30 1 Single-octet value specifying
the Maximum Frame Age (S5)
of the BUS.

LocalSegmentld 00-A0-3E-31 2 Two-octet value for the

emulated LAN representing
the IEEE 802.5 source routing
segment ID (S8).

SendDisconnectTimeout 00-A0-3E-32 2 Two octet value specifying the
BUS Send Disconnect
Timeout (S9).

ServerRefreshLifetime 00-A0-3E-33 2 Two-octet value representing
the lifetime value used by the
server in its originated refresh
CSAs.

ClientJoinLifetime 00-A0-3E-34 2 Two-octet value representing
the lifetime value used by the
server in its originated LE
Client Join CSAs.

RegistrationLifetime 00-A0-3E-35 2 Two-octet value representing
the lifetime value used by the
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server in its  originated
registration CSAs.

IdleLaneControlVccTimeout 00-A0-3E-36 2 Two-octet value representing
the time a VCC must remain
idle before releasing the VCC.

SyncHopCount 00-A0-3E-37 1 Set to atleast the depth of the
graph of synchronized servers
with this server as the root of

the graph.
ServerReinitDelayMin 00-A0-3E-38 2 The minimum amount of time
delay before a server tries to
reinitialize.
ServerReinitDelayMax 00-A0-3E-39 2 The maximum amount of time
delay before a server tries to
reinitialize.
ConfigurationRequestTimeout | 00-A0-3E-3A 2 The maximum time that an LES

should wait for a configuration
response  before  retrying a
configuration response from the

LECS.
ControlRequestRetries 00-A0-3E-3B 2 The maximum number of times that
the LES will send the initial Keep-
Alive request.
MulticastMACAddress 00-A0-3E-3C 6 Multicast MAC Address

assigned to SMS.

where 00-A0-3E isthe ATM Forum OUI.
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8 Appendix C - State Machines

This appendix presents a state machine model of the LNNI.

The purpose of this appendix isto help ensure the correctness and completeness of the specification and to increase
itsclarity. Thisisimportant to assure interoperability among LNNI components and L E Clients when implemented
by different vendors. This model should be viewed as a possible interpretation of the LNNI specification. Note that
some of the transitions are implementation dependent, either optional or determined by local policy.

Each state machine is modelled with a set of states and a set of transitions. Each transition interconnects a pair of
states. The behaviour of a state machine is based on events and actions: if an event happens when the machineisin
aparticular state, then the action is performed and a state transition takes place (potentially back to the same state).
An event triggers at most one transition. An event that is not specified in the state machine is ignored.

8.1 LES Configuration State Machine

Each LES and SMSin the ELAN runs a Configuration State Machine. This state machine covers the functions of
obtaining alist of LECSs, finding and connecting to an operational LECS, obtaining configuration information
from the LECS, sending Keep-Alive Requests to the LECS, and obtaining new configuration information from the
LECS.
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Idle List Connecting Configuring
Acti No Configuration Direct VCC Setup of VCC
L1 ctivate LC1: existsto LECS(++LECSptr) > ccy1: successful
Get LECS list, Set LECSptr =0 Request SETUP of Send a Config-
Configuration Direct VCC uration Request, Set
++LECSptr > number of ConfigReqTimer
itemsin LECSlist  :) p1 Setup of VCC fails - =0
Clear all VCCs not being <
shared with another entity,
Set DelayTimer =0, Configuration Direct VCC
Set DelayTime = U LC2: exists to LECS(++LECSptr) >
Send a Configuration Request,
L | Set ConfigReqTimer =0
(Successful Configuration Response
with IS_LE_SERVER cleared) or
(Unsuccessful Configuration Response
with IS_LE_SERVER cleared)
¢ :CL2
Clear Configuration Direct VCC
if not being shared by another entity
Configuration Direct VCC is released
< :CL3
Delay Unsuccessful Configuration Response
with IS_LE_SERVER set ‘CD1
Clear all VCCs not being shared by another entity,
DelayTimer = Set DelayTimer = 0, Set DelayTime = U
DelayTime .
w y DIl
ConfigReqTimer = ConfigurationRequestTimeOut cC2
Reconfiguring Send a Configuration Request, Set ConfigReqTimer =0
<4— C >
U Al Successful Configuration Response
-nsuccessiu S with IS_LE_SERVERset  .cs1
RD1: Configuration Response « Send Keep-ANve Request,
Clear all VCCs not being A Set KeepAliveTime =
shared by another entity, ServerRefreshLifetime
Set DelayTimer = 0, Set KeepAliveTimer =0,
Set DelayTime = U Set KeepAliveCounter =0
Successful Configuration Response
RS1:
Send Keep-Alive Request,
Set KeepAliveTime =
ServerRefreshLifetime
Set KeepAliveTimer =0 Note: U = random value from the uniform
. . N . . . distribution U[ServerReinitDelayMin,
RR1: ConfigReqTimer = ConfigurationRequestTimeOut ServerReinitDelayMax
Send a Configuration Request, Set ConfigReqTimer =0
¢

Figure 8-1 LES and SMS Configuration State Machine — Part 1
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Status 1 Status 2
KeepAliveTimer = KeepAliveTime and Receive Configuration Trigger
++KeepAliveCounter < KeepAliveRetries .ggq < S C 'SC2
B ' - Send a Configuration Request,
S e e st ConfigReimer =0
Receive Keep-Alive Response
q I3 >
KeepAliveTimer = KeepAliveTime and Set KeepAliveTime =
++KeepAliveCounter = KeepAliveRetries .g| g Keep-Alive time in Operational-Server TLV,
Set KeepAliveTimer = 0
Configuration Direct
VC?: is released -g| 1 Configuration Direct VCC is released SL2
L L1 « ' Ll « '
Receive Keep-Alive Response
:SS3
Receive Configuration Trigger 5¢ Set KeepAliveTime =
C SCl Keep-Alive time in Operational-Server TLV,
Send a Configuration Request, Set KeepAliveTimer = 0
Set ConfigReqTimer =0 >
Configuration Direct VCC Status 3 KeepAliveTimer = 1/3 of KeepAliveTime 554
is released sL3 |4 :
L1 < Send Keep-Alive Request
Receive Configuration Trigger SS5: Receive Keep-Alive Response
'SC3 ' <
c —— Set KeepAliveTime =
Send a Cor}flguratlc_)n Request, Keep-Alive time in Operational-Server TLV,
Set ConfigReqTimer =0 Set KeepAliveTimer =0
List1 Connecting 1 Receive Configuration Trigger 5C5
c :
< L1 Send a Configuration Request,
Set ConfigReqTimer =0 Status 4
No Configuration Direct VCC SS6: KeepAliveTimer = 2/3 of KeepAliveTime
Lcs: 10 LECS(HLECSp) . Send Keep-Alive Request >
- - -Aliv u
Request SETUP of Configuration ) . . .
Direct VCC L < Configuration Direct VCC is released SL4
Setup of VCC fails
< CL4
KeepAliveTimer = KeepAliveTime
Setup of VCC successful cs2 L :SL5
- | Clear Configuration Direct VCC
Seggt KKZ%%QI;\\//ST?;%UESL if not being shared by another entity
ServerRefreshLifetime, Receive Configuration Trigger sc4
Set KeepAliveTimer =0, c - - :
Set KeepAliveCounter = 0 > s Sensciztaccoonr:‘filggsgztﬁ:qze?Lé)esn
Configuration Direct VCC . .
Lsi: exists to LECS(++LECSptr) + Receive Keep-Alive Response 557
Send Keep-Alive Request, Set KeepAliveTime =

Set KeepAliveTime =
ServerRefreshLifetime,
Set KeepAliveTimer = 0,
Set KeepAliveCounter = 0

Keep-Alive time in Operational-Server TLV,
Set KeepAliveTimer = 0

Figure 8-2 LES and SMS Configuration State Machine - Part 2

CC1:
LECS and moves to the Configuring state.
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CC2:

CD1:

CL1:

CL2:

CL3:

CL4:

CSI:

Cs2:

CS3:

DI1:

IL1:

LC1:

LC2:

LC3:

LD1:

LS1:

If a Configuration Response is not received before ConfigurationRequestTimeout seconds have elapsed,
the server resends the Configuration Request and remains in the Configuring state.

If a server receives an unsuccessful Configuration Response with the IS_LE_SERVER flag set for a LES or
with the IS_MCAST_SERVER set for a SMS, the server clears all VCCs that are not being shared by
another entity and returns to the idle state after a random delay selected from the uniform distribution
U[ServerReinitDelayMin, ServerReinitDelayMax].

If the setup of the Configuration Direct VCC fails, the server moves to the List state to try to configure with
the next LECS in the list if one exists.

If a successful or unsuccessful Configuration Response is received by a LES with the IS_LE_SERVER flag
cleared or by a SMS with the IS_MCAST_SERVER flag cleared, the server clears the VCC unless it is
being shared by another entity and moves to the List state to try to configure with the next LECS in the
list if one exists.

If the Configuration Direct VCC is released, the server moves to the List state to try to configure with the
next LECS in the list if one exists.

If the setup of the Configuration Direct VCC fails, the server moves to the List 1 state to try to configure
with the next LECS in the list if one exists.

If a successful Configuration Response is received by a LES with the IS LE_SERVER flag set or by a
SMS with the IS_ MCAST_SERVER flag set, the server sends a Keep-Alive Request to the LECS, sets a
timer to expire after ServerRefreshLifetime if no response is received, and initializes the
KeepAliveCounter.

If the setup of the Configuration Direct VCC is successful and the KeepAlive Time has expired, then the
server must enter the configuration phase.

If the setup of the Configuration Direct VCC is successful and the KeepAlive Time has not expired, the
server sends a Keep-Alive Request to the LECS, sets a timer to expire after ServerRefreshLifetime if no
response is received, and initializes the KeepAliveCounter.

After the random delay, the server returns to the idle state.
Whenever a server is operational it must be activated which causes it to obtain the list of LECSs.

If no VCC exists that can be used as the Configuration Direct VCC to the LECS, the server must attempt
to set one up and await the result of the connection request.

If a VCC exists that can be used as a Configuration Direct VCC to LECS, the server issues a
Configuration Request to the LECS and moves to the Connected state.

If no VCC exists that can be used as the Configuration Direct VCC to the LECS, the server must attempt
to set one up and await the result of the connection request.

If the incremented LECSptr is beyond the end of the LECS list, then the server clears all VCCs that are not
being shared by another entity and returns to the idle state after a random delay selected from the uniform
distribution U[ServerReinitDelayMin, ServerReinitDelayMax].

If a VCC exists that can be used as a Configuration Direct VCC to LECS, the server sends a Keep-Alive
Request to the LECS, sets a timer to expire after ServerRefreshLifetime if no response is received, and
initializes the KeepAliveCounter
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RD1:

RR1:

RS1:

SC1:

SC2:

SC3:

SC4:

SC5:

SL1:

SL2:

SL3:

SL4:

SL5:

SL6:

SS1:

SS2:

SS3:

If an unsuccessful Configuration Response is received, the server clears all VCCs that are not being shared
by another entity and returns to the idle state after a random delay selected from the uniform distribution
U[ServerReinitDelayMin, ServerReinitDelayMax]

If a Configuration Response is not received before ConfigurationRequestTimeout seconds have elapsed,
the server resends the Configuration Request and remains in the Configuring state.

If a successful Configuration Response is received, the server sends a Keep-Alive Request to the LECS and
sets a timer to expire after ServerRefreshLifetime if no response is received.

If a Configuration Trigger is received, the server sends a new Configuration Request and waits for the
response.

If a Configuration Trigger is received, the server sends a new Configuration Request and waits for the
response.

If a Configuration Trigger is received, the server sends a new Configuration Request and waits for the
response.

If a Configuration Trigger is received, the server sends a new Configuration Request and waits for the
response.

If a Configuration Trigger is received, the server sends a new Configuration Request and waits for the
response.

If the Configuration Direct VCC is released, the server moves to the List state to try to configure with the
next LECS in the list if one exists.

If the Configuration Direct VCC is released, the server moves to the List state to try to configure with the
next LECS in the list if one exists.

If the Configuration Direct VCC is released, the server moves to the List state to try to configure with the
next LECS in the list if one exists.

If the Configuration Direct VCC is released, the server moves to the List state to try to configure with the
next LECS in the list if one exists.

If Keep-Alive time seconds, as specified in the last received Operational-Server TLV, have elapsed, the
server clears the Configuration Direct VCC if it is not being shared by another entity. The server moves to
the List state to try to configure with the next LECS in the list if one exists.

If a Keep-Alive Response is not received before ServerRefreshLifetime seconds elapse and
KeepAliveRetries Keep-Alive requests have been sent, the LES clears the Configuration Direct VCC if it is
not being shared by another entity and the server moves to the List state to try to configure with the next
LECS in the list if one exists

If a Keep-Alive Response is not received before ServerRefreshLifetime seconds elapse and
KeepAliveRetries or less Keep-Alive requests have been sent, the server must retry the Keep-Alive
Request.

If a Keep-Alive Response is received, the server records the Keep-Alive time contained in the Operational-
Server TLV and uses this time to control the next Keep-Alive Request.

If a Keep-Alive Response is received, the server records the Keep-Alive time contained in the Operational-
Server TLV and uses this time to control the next Keep-Alive Request.
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SS4:

SS5:

SS6:

SS7:

If 1/3 of Keep-Alive time seconds, as specified in the last received Operational-Server TLV, have elapsed,
resend the Keep-Alive Request.

If a Keep-Alive Response is received, the server records the Keep-Alive time contained in the Operational-
Server TLV and uses this time to control the next Keep-Alive Request.

If 2/3 of Keep-Alive time seconds, as specified in the last received Operational-Server TLV, have elapsed,
resend the Keep-Alive Request.

If a Keep-Alive Response is received, the server records the Keep-Alive time contained in the Operational-
Server TLV and uses this time to control the next Keep-Alive Request

8.2 SMS Configuration State Machine

Each SMSin the ELAN runs an SMS Configuration State Machine. This state machine covers the functions of
obtaining alist of LECSs, finding and connecting to an operational LECS, obtaining configuration information
from the LECS, and obtaining new configuration information from the LECS.
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Idle List Connecting Configuring
Acti No Configuration Direct VCC Setup of VCC
L1 ctivate > LC1: existsto LECS(++LECSptr) > cc1: successful
Get LECS list, Set LECSptr =0 Request SETUP of Send a Config-
Configuration Direct VCC uration Request, Set
++LECSptr > number of ConfigReqTimer
itemsin LECSlist ;) p1 Setup of VCC fails L1 =0
Clear all VCCs not being < '
shared with another entity,
Set DelayTimer =0, Configuration Direct VCC
Set DelayTime = U LC2: exists to LECS(++LECSptr) >

Send a Configuration Request,
Set ConfigReqTimer = 0
L ) gRreq
(Successful Configuration Response
with IS_MCAST_SERVER cleared) or
(Unsuccessful Configuration Response
with IS_MCAST_SERVER cleared)
< :CL2
Clear Configuration Direct VCC
if not being shared by another entity

Configuration Direct VCC is released

< :CL3
Delay Unsuccessful Configuration Response
with IS_MCAST_SERVER set )
:CD1
DelayTimer = Clear all VCCs not being shared by another entity,
DelayTime DI1 Set DelayTimer = 0, Set DelayTime = U
Reconfiguring ConfigReqTimer = ConfigurationRequestTimeOut
Unsuccessful :CC2
RD1; Configuration Response Send a Configuration Request, Set ConfigReqTimer = 0
Clear all VCCs not being >
shared by another entity,
i = Configured
szt%ﬂg>;¥in%ir: 8 9 Successful Configuration Response
with IS_MCAST_SERVER set  .cc3
Receive Configuration Trigger < '
» :CR1
Send a Configuration Request, . . . .
Set ConfigReqTimer = 0 _ Configuration Direct VCC is released
CL4: L
Successful Configuration Response
RC1: »

Note: U = random value from the uniform
distribution U[ServerReinitDelayMin,
Send a Configuration Request, Set ConfigReqTimer = 0 | ServerReinitDelayMax

RR1: ConfigReqTimer = ConfigurationRequestTimeOut

Figure 8-3 SMS Configuration State Machine

CC1: If the setup of the Configuration Direct VCC is successful, the SMS issues a Configuration Request to the
LECS and moves to the Configuring state.

CC2: If aConfiguration Response is not received before ConfigurationRequestTimeout seconds have elapsed,
the SMS resends the Configuration Request and remains in the Configuring state.

CC3:  If asuccessful Configuration Response is received with the IS_MCAST_SERVER flag set, the SMS
moves to the configured state.
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CD1: If an unsuccessful Configuration Response is received with the IS_ MCAST_SERVER flag set, the SMS
clears all VCCs that are not being shared by another entity and returns to the idle state after a random delay
selected from the uniform distribution U[ServerReinitDelayMin, ServerReinitDelayMax].

CL1: If the setup of the Configuration Direct VCC fails, the SMS moves to the List state to try to configure with
the next LECS in the list if one exists.

CL2: Ifasuccessful or unsuccessful Configuration Response is received with the IS MCAST_SERVER flag
cleared, the SMS clears the VCC unless it is being shared by another entity and moves to the List state to
try to configure with the next LECS in the list if one exists.

CL3: If the Configuration Direct VCC is released, the SMS moves to the List state to try to configure with the
next LECS in the list if one exists.

CL4:  If the Configuration Direct VCC is released, the SMS moves to the List state to try to configure with the
next LECS in the list if one exists.

CR1: IfaConfiguration Trigger is received, the SMS sends a new Configuration Request and waits for the
response.

DI1:  After the random delay, the SMS returns to the idle state.
IL1: Whenever an SMS is operational it must be activated which causes it to obtain the list of LECSs.

LC1: If no VCC exists that can be used as the Configuration Direct VCC to the LECS, the SMS must attempt
to set one up and await the result of the connection request.

LC2: IfaVCC exists that can be used as a Configuration Direct VCC to LECS, the SMS issues a Configuration
Request to the LECS and moves to the Connected state.

LD1:  Ifthe incremented LECSptr is beyond the end of the LECS list, then the SMS clears all VCCs that are not
being shared by another entity and returns to the idle state after a random delay selected from the uniform
distribution U[ServerReinitDelayMin, ServerReinitDelayMax].

RC1: Ifasuccessful Configuration Response is received, the SMS moves to the configured state.

RD1: Ifan unsuccessful Configuration Response is received, the SMS clears all VCCs that are not being shared
by another entity and returns to the idle state after a random delay selected from the uniform distribution
U[ServerReinitDelayMin, ServerReinitDelayMax]

RR1: If ConfigurationRequestTimeOut seconds elapse without receiving a Configuration Response, retry the
Configuration Request.

8.3 LES-Peer-LES Connection State Machine

An LES (called the local LES) runs one LES-Peer-LES Connection State Machine for each other LESin the
universe. The vast mgjority of these state machines will remain in the Idle state since only atiny percentage of the
LESs will bein the same ELAN with the local LES.

For an LES that isin the Peer Ser ver L ist, the state machine covers the functions of establishing both
synchronization plane and control plane connectivity with thelocal LES. For an LES that is not in the

Peer ServerList but is discovered by the local LES through SCSP, the state machine covers the function of
establishing control plane connectivity with the local LES.
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Connecting Both

Idle Peer List .
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4— | L < LES & LNNI Database . ; I cca: Coordinate VCC successful
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’ SETUP of Cache Synchronization VCC, Set SynTimer = 0,
Set SynTout = InitialRetryTimeout 4—— Cl
Control Coordinate : _ .
VCC exists and SynTimer = SynTout :CC4
Cache Synchronization «— ¢ SETUP of Cache Synch. VCC, Set SynTimer Control
VCC exists ‘PB1 =0, Set SynTout = M(SynTout) Coordinate
VCC
No Control Coordinate LES1 SynchronizationPeerServerListand ccs:__released
VCC exists and LES1 LNNI Database CI2 SETUP of
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: . Abandon Cache Synchronization VCC setup, -
VCC exists :PS1 : . - Coordinate
Clear Control Coordinate VVCC if not being shared
SETUP of Control VCC, Set
g:tog:'rl]'?rtﬁe\r/(—:% LES1 SynchronizationPeerServerListand CtiTimer =0
- LES & LNNI Database ‘CL2
Set CtlTout = Syn Connected ~ €2 4 - cB
InitialRetry Timeout Abandon Cache Synchronization VCC setup
CtlTimer = CtlTout
Pl ssi Setup of Cache
SETUP of Control Coordinate VCC, Set CtITimer = 0, Synchronization
Set CtITout = M(CtITout) cp1: VCC Successful
s ——f¢
SI: LESi SynchronizationPeerServerListand LESi LNNI Database i
: > |
Abandon Control Coordinate VVCC setup, B
Setup of Control Clear Cache Synchronization VCC if not being shared
v Coordinate VCC sc1:_ LESi SynchronizationPeerServerListand LES & LNNI Database> ce
B « Successful :SB1 Clear Cache Synchronization VCC if not being shared
SC2: Cache Synchronization VCC released p CB
SETUP of Cache Synchronization VCC, Set SynTimer =0
<

Note: M(x) = min(x*RetryMultiplier,x)

Figure 8-4 LES-Peer-LES Connection State Machine — Part 1
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Both Connected

BIL: LESi SynchronizationPeerServerListand LESi LNNI Database
’ |
Clear Cache Synchronization VVCC unless shared,
B Clear Control Coordinate unless shared
—»
LESi SynchronizationPeerServerListand LES & LNNI Database
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Clear Cache Synchronization VCC unless shared
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LES1 SynchronizationPeerServerList cce: CtITimer = CtlTout
LI1: and LES1 LNNI Database ’
> | SETUP of Control Coordinate VCC, Set CtITimer =0,
LES & Set CtlTout = M(CtlTout)
LP1: SynchronizationPeerServerList > p o

LESi SynchronizationPeerServerList
No Control Coordinate VCC exists CI3: and LEST LNNI Database

Ll

LC1:

Abandon setup attempt

LESé
cp1: SynchronizationPeerServerList

SETUP Control Coordinate VCC,
Set CtITimer = 0, Set CtlTout = InitialRetryTimeout

Abandon setup attempt

Control Coordinate VCC released

CC7:__Setup up of Control Coordinate VCC successful >

:CC8

SETUP of Control Coordinate VCC,
Control Coordinate VCC exists Set CtITimer =0

LC2:
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LES & SynchronizationPeerServerListand No Cache Syncronization VCC exists -CC9

c1 <4
SETUP of Cache Synchronization VCC, Set SynTimer = 0
< LES & SynchronizationPeerServerListand Cache Syncronization VCC exists  .cg»
LES1 SynchronizationPeerServerListand LES1 LNNI Database -Cl4

Clear Control Coordinate VVCC if not being shared

Note: M(x) = min(x*RetryMultiplier,x)

Figure 8-5 LES-PEER-LES Connection State Machine — Part 2

BC1: If the Cache Synchronization VCC is released, the local LES attempts to re-establish a Cache

Synchronization VCC.

BI1: If the LES is removed from SynchronizationPeerServerList and is not in the LNNI Database (i.e., the
local cache does not contain a CSA for the LES), then the local LES clears the Cache Synchronization
VCC if it is not being shared by another entity, the local LES clears the Control Coordinate VCC if it is

not being shared by another entity, and the LES returns to the Idle state.
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BL1:

BS1:

CB1:

CB2:

CC1:

CCz2:
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CC4:

CC5:

CCé:

CCr:

Ccs:

CCo:

Cl1:

Cl2:
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Cl4.

If the LES is removed from SynchronizationPeerServerList and is in the LNNI Database (i.e., the local
cache contains a CSA for the LES), then the local LES clears the Cache Synchronization VCC if it is not
being shared by another entity and the LES goes to the Ctl Connected 2 state.

If the Control Coordinate VCC is released, the local LES attempts to re-establish a Control Coordinate
VCC.

If the Cache Synchronization VCC setup successfully completes, the LES moves to the Both Connected
state.

If the LES enters SynchronizationPeerServerList and a Cache Synchronization VCC exists to the LES,
then the LES moves to the Both Connected State.

If the Control Coordinate VCC hasn’t been setup before the retry timer expires, the local LES retries
establishing the connection.

If the Cache Synchronization VCC hasn’t been setup before the retry timer expires, the local LES retries
establishing the connection.

If the Control Coordinate VCC setup successfully completes, the LES moves to the Ctl Connected 1 state.

If the Cache Synchronization VCC hasn’t been setup before the retry timer expires, the local LES retries
establishing the connection.

If the Control Coordinate VCC is released, the local LES attempts to re-establish a Control Coordinate
VCC.

If the Control Coordinate VCC hasn’t been setup before the retry timer expires, the local LES retries
establishing the connection.

If the Control Coordinate VCC setup successfully completes, the LES moves to the Ctl Connected 2 state.

If the Control Coordinate VCC is released, the local LES attempts to re-establish a Control Coordinate
VCC.

If the LES enters SynchronizationPeerServerList and no Cache Synchronization VCC exists to the LES,
then the local LES attempts to setup a Cache Synchronization VCC and the LES moves to the Ctl
Connected 1 State.

If the LES is removed from SynchronizationPeerServerList and is not in the LNNI Database (i.e., the
local cache does not contain a CSA for the LES), then the local LES abandons the setup of both the
Control Coordinate VCC and the Cache Synchronization VCC and the LES returns to the Idle state.

If the LES is removed from SynchronizationPeerServerList and is not in the LNNI Database (i.e., the
local cache does not contain a CSA for the LES), then the local LES abandons the setup of the Cache
Synchronization VCC, the local LES clears the Control Coordinate VCC if it is not being shared by
another entity, and the LES returns to the Idle state.

If the LES is removed from the LNNI Database (i.e., the local cache does not contain a CSA for the LES),
and is not in SynchronizationPeerServerList then the local LES abandons the Control Coordinate VCC
setup attempt and the LES returns to the Idle state.

If the LES is removed from the LNNI Database (i.e., the local cache does not contain a CSA for the LES),
and is not in SynchronizationPeerServerList then the local LES clears the Control Coordinate VCC if it
is not being shared and the LES returns to the Idle state.
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If the LES is removed from SynchronizationPeerServerList and is in the LNNI Database (i.e., the local
cache contains a CSA for the LES), then the local LES abandons the setup of both the Control Coordinate
VCC and the Cache Synchronization VCC and the LES goes to the LNNI Database state.

If the LES is removed from SynchronizationPeerServerList and is in the LNNI Database (i.e., the local
cache contains a CSA for the LES), then the local LES abandons the setup of the Cache Synchronization
VCC and the LES goes to the Ctl Connected 2 state.

If the LES enters SynchronizationPeerServerL.ist, then the local LES abandons the setup of the Control
Coordinate VCC and the LES moves to the Peer List state.

If the Cache Synchronization VCC setup successfully completes, the LES moves to the Syn Connected
state.

If the LES enters the LNNI Database and is not in SynchronizationPeerServerList, then the LES moves
to the LNNI Database state.

If the LES enters SynchronizationPeerServerList, then the LES moves to the Peer List state.

If there is no Control Coordinate VCC to the LES, the local LES attempts to setup a Control Coordination
VCC to the LES.

If a Control Coordinate VCC exists to the LES, the LES moves to the Ctl Connected 2 state.

If the LES is removed from the LNNI Database (i.e., the local cache does not contain a CSA for the LES),
and is not in SynchronizationPeerServerList then the LES returns to the Idle state.

If the LES enters SynchronizationPeerServerList, then the LES moves to the Peer List state.

If there is a Control Coordinate VCC to the LES and there is a Cache Synchronization VCC to the LES,
the LES moves to the Both Connected state.

If there is no Control Coordinate VCC to the LES and there is no Cache Synchronization VCC to the
LES, the local LES attempts to setup Control Coordinate and Cache Synchronization VCCs to the LES.

If there is a Control Coordinate VCC to the LES but there is no Cache Synchronization VCC to the LES,
the local LES attempts to setup a Cache Synchronization VCC to the LES.

If the LES is removed from SynchronizationPeerServerList and is not in the LNNI Database (i.e., the
local cache does not contain a CSA for the LES), then the LES returns to the Idle state.

If the LES is removed from SynchronizationPeerServerList and is in the LNNI Database, then the LES
moves to the LNNI Database state.

If there is no Control Coordinate VCC to the LES and there is Cache Synchronization VCC to the LES,
the local LES attempts to setup a Control Coordinate VCC to the LES.

If the Control Coordinate VCC setup successfully completes, the LES moves to the Both Connected state.
If the LES is removed from SynchronizationPeerServerList and is in the LNNI Database (i.e., the local
cache contains a CSA for the LES), then the local LES clears the Cache Synchronization VCC if it is not
being shared by another entity and the LES goes to the Ctl Connecting state.

If the Cache Synchronization VCC is released, the local LES attempts to re-establish a Cache
Synchronization VCC.

ATM Forum Technical Committee Page 95 of 120



af-lane-0112.000 LAN Emulation Over ATM Version 2 - LNNI Specification

SI1:

SS1:

If the LES is removed from SynchronizationPeerServerList and is not in the LNNI Database (i.e., the
local cache does not contain a CSA for the LES), then the LES returns to the Idle state.

If the Control Coordinate VCC hasn’t been setup before the retry timer expires, the local LES retries
establishing the connection.

8.4 LES-Peer-SMS Connection State Machine

An LES (called the local LES) runs one LES-Peer-SM S Connection State Machine for each other SMSin the

universe.

The vast majority of these state machines will remain in the Idle state since only atiny percentage of the

SMSswill bein the same ELAN with the local LES.

For an SMSthat isin the SynchronizationPeer Server L ist, the state machine covers the functions of

establishing synchronization plane connectivity with the local LES.
Idle Connecting Syn Connected
SMSi SynchronizationPeerServerList oI SynTimer = SynTout
< cci:
Abandon setup attempts
SETUP of Cache Synch. VCC,
Peer List Set SynTimer = 0, Set SynTout =
. o No Cache M(SynTout)
SMS & Synchronization- |, ~,. Synchronization VCC exists <
IP1: PeerServerList — P
p SETUP of Cache Synchronization VCC, Setup up Cache

o Set SynTimer =0, CS1: Synchronization VCC successful

SMS1 Synchronization- Set SynTout = InitialRetry Timeout >
PeerServerList P11 Cache Synchronization|
< VCC released :SC1
SETUP of Cache Synchronization VCC,
Set SynTimer =0,
Set SynTout = InitialRetryTimeout
Cache Synchronization VCC exists

PsS1: >
SMS1i SynchronizationPeerServerList SI1

< :

Clear Cache Synchronization VCC if not being shared
Note: M(x) = min(x*RetryMultiplier,x)
Figure 8-6 LES-PEER-SMS Connection State Machine
CC1: If the Cache Synchronization VCC hasn’t been setup before the retry timer expires, the local LES retries

Cl1:

CSI:

IP1:

PC1:

PI1:

PS1:

establishing the connection.

If the SMS is removed from SynchronizationPeerServerList, then the local LES abandons the setup of the
Cache Synchronization VCC and the SMS returns to the Idle state.

If the Cache Synchronization VCC setup successfully completes, the SMS moves to the Syn Connected
state.

If the SMS enters SynchronizationPeerServerList, then the SMS moves to the Peer List state.

If there is no Cache Synchronization VCC to the SMS, the local LES attempts to setup a Cache
Synchronization VCC to the SMS.

If the SMS is removed from SynchronizationPeerServerList, then the SMS returns to the Idle state.

If there is a Cache Synchronization VCC to the SMS, the SMS moves to the Syn Connected state.
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SC1: If the Cache Synchronization VCC is released, the local LES attempts to re-establish a Cache
Synchronization VCC.

SI1: If the SMS is removed from SynchronizationPeerServerList, then the SMS returns to the Idle state.

8.5 SMS-Peer-LES Synchronization Connection State Machine

An SMS (called the local SMS) runs one SM S-Peer-LES Connection State Machine for each other LESin the
universe. The vast mgjority of these state machines will remain in the Idle state since only atiny percentage of the
LESswill bein the same ELAN with the local SMS.

For an LES that isin the SynchronizationPeer Server L ist, the state machine covers the functions of
establishing synchronization plane connectivity with the local SMS.

Idle Connecting Syn Connected
J LESi SynchronizationPeerServerList oI SynTimer = SynTout
CCL:
Abandon setup attempts
SETUP of Cache Synch. VCC,
Peer List Set SynTimer = 0, Set
) o No Cache SynTout = M(SynTout)
LES & Synchronization- | ., Synchronization VCC exists <
IP1: PeerServerList : g
> SETUP of Cache Synch. VCC, Setup up Cache
. o Set SynTimer =0, Set SynTout = CS1: Synchronization VCC successful
LESi Synchronl_zatlon- InitialRetryTimeout >
PeerServerList PI1 Cache Synchronization|
VCC released :SC1

SETUP of Cache Synch. VCC,

Set SynTimer =0, Set SynTout =
InitialRetry Timeout

Cache Synchronization VCC exists
PS1: >

LESi SynchronizationPeerServerList

< :SI1

Clear Cache Synchronization VCC if not being shared

Note: M(x) = min(x*RetryMultiplier,x)

Figure 8-7 SMS-Peer-LES Synchronization Connection State Machine

CC1: If the Cache Synchronization VCC hasn’t been setup before the retry timer expires, the local SMS retries
establishing the connection.

ClI1: If the LES is removed from SynchronizationPeerServerList, then the local SMS abandons the setup of the
Cache Synchronization VCC and the LES returns to the Idle state.

CS1:  If the Cache Synchronization VCC setup successfully completes, the LES moves to the Syn Connected
state.

IP1: If the LES enters SynchronizationPeerServerList, then the LES moves to the Peer List state.

PC1:  If there is no Cache Synchronization VCC to the LES, the local SMS attempts to setup a Cache
Synchronization VCC to the LES.

PI1: If the LES is removed from SynchronizationPeerServerList, then the LES returns to the Idle state.

PS1: If there is a Cache Synchronization VCC to the LES, the LES moves to the Syn Connected state.
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SC1: If the Cache Synchronization VCC is released, the local SMS attempts to re-establish a Cache
Synchronization VCC.

SI1: If the LES is removed from SynchronizationPeerServerList, then the LES returns to the Idle state.

8.6 SMS-Peer-SMS Synchronization Connection State Machine

An SMS (called thelocal SMS) runs one SM S-Peer-SM S Connection State Machine for each other SMSin the
universe. The vast mgjority of these state machines will remain in the Idle state since only atiny percentage of the
SMSswill be in the same ELAN with the local SMS.

For an SMSthat isin the SynchronizationPeer Server L ist, the state machine covers the functions of
establishing synchronization plane connectivity with the local SMS.

Idle Connecting Syn Connected
SMS1i SynchronizationPeerServerList ol SynTimer = SynTout
< ccl:
Abandon setup attempts
SETUP of Cache Synch. VCC,
Peer List Set SynTimer = 0, Set SynTout =
) o No Cache M(SynTou)
SMS & Synchronization- | ;. Synchronization VCC exists d
IP1: PeerServerList ‘
' P SETUP of Cache Synch. VCC, Setup up Cache
. o Set SynTimer = 0, Set SynTout = CS1: Synchronization VCC successful
SMSi Synchronl_zatlon- InitialRetry Timeout P
PeerServerList PIL Cache Synchronization|
< VCC released :SC1
SETUP of Cache Synch. VCC,
Set SynTimer = 0, Set SynTout =
InitialRetry Timeout
Cache Synchronization VCC exists

PS1: >

SMSi SynchronizationPeerServerList
<4 I
Clear Cache Synchronization VCC if not being shared

Note: M(x) = min(x*RetryMultiplier,x)

Figure 8-8 SMS-Peer-SMS Synchronization Connection State Machine

CC1: If the Cache Synchronization VCC hasn’t been setup before the retry timer expires, the local SMS retries
establishing the connection.

Cl1: If the SMS is removed from SynchronizationPeerServerList, then the local SMS abandons the setup of
the Cache Synchronization VCC and the SMS returns to the Idle state.

CS1:  If the Cache Synchronization VCC setup successfully completes, the SMS moves to the Syn Connected
state.

IP1: If the SMS enters SynchronizationPeerServerList, then the SMS moves to the Peer List state.

PC1: If there is no Cache Synchronization VCC to the SMS, the local SMS attempts to setup a Cache
Synchronization VCC to the SMS.

PI1: If the SMS is removed from SynchronizationPeerServerList, then the SMS returns to the Idle state.

PS1:  If there is a Cache Synchronization VCC to the SMS, the SMS moves to the Syn Connected state.
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SC1: If the Cache Synchronization VCC is released, the local SMS attempts to re-establish a Cache
Synchronization VCC.

SI1: If the SMS is removed from SynchronizationPeerServerList, then the SMS returns to the Idle state.

8.7 SMS-BUS Data Connection State Machine

An SMS runs one SMS-BUS Data Connection State Machine for each BUS in the universe. The vast majority of
these state machines will remain in the Idle state since only atiny percentage of the BUSswill be in the same
ELAN with the SMS.

The state machine covers the function of the SM S connecting to the BUS to allow distribution of multicast data
frames.

Idle Connecting Data Connected
LES & LNNI Database DataTimer = DataTout
IC1: > CC1:
SETUP Multicast Forward VCC, SETUP Multicast Forward VCC,
Set DataTimer = 0, Set DataTout = Set DataTimer = 0, Set DataTout =
InitialRetryTimeout < M(DataTout)

LES| LNNI Database .
< Cl1 Setup of Multicast Forward VCC successful
CD1: >

Abandon setup attempt

Multicast Forward VCC released
:DC1

SETUP Multicast Forward VCC,
Set DataTimer = 0, Set DataTout =

LESi LNNI Database InitialRetry Timeout
& :DI1

Clear Multicast Forward VCC

Note: M(x) = min(x*RetryMultiplier,x)

Figure 8-9 SMS-BUS Data Connection State Machine

CC1: If the Multicast Forward VCC hasn’t been setup before the retry timer expires, the SMS retries establishing
the connection.

CD1: If the Multicast Forward VVCC setup successfully completes, the BUS moves to the Data Connected state.

ClI1: If the LES that is associated with the BUS is removed from the LNNI Database, then the SMS abandons
the setup of the Multicast Forward VCC and the BUS returns to the Idle state.

DC1:  If the Multicast Forward VVCC is released, the SMS attempts to re-establish a Multicast Forward VCC.

DI1: If the LES that is associated with the BUS leaves the LNNI Database, then the SMS clears the Multicast
Forward VCC and the BUS returns to the Idle state.

ICL: If the LES that is associated with the BUS enters the LNNI Database, then the SMS attempts to setup a
Multicast Forward VCC to the BUS.

8.8 SMS-SMS Data Connection State Machine

An SMS (called thelocal SMS) runs one SMS-SM S Data Connection State Machine for each <SMS, Multicast
LAN Destination> pair in the universe. The vast majority of these state machines will remain in the Idle state since
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only atiny percentage of the <SMS, Multicast LAN Destination> pairs will be in the same ELAN with the local
SMS.

The state machine covers the function of the local SM'S connecting to the other SMSsto allow distribution of
multicast data frames.

Idle . o Connecting Data Connected
<SMS, Multicast LAN Destination> DataTimer = DataTout

IC1: € LNNI Database and Distributed Mode > CC1:

SETUP Multicast Forward VCC, SETUP Multicast Forward VCC,

Set DataTimer = 0, Set DataTout = Set DataTimer = 0, Set DataTout =
InitialRetryTimeout M(DataTout)

<
<SMS, Multicast LAN Destination> .
< i LNNI Database oIt cD1: Setup of Multicast Forward VCC successful >
Abandon setup attempt
. P . P . Multicast Forward VCC released
<SMS, Multicast LAN Destination> < :DC1

111; € LNNI Database and Standalone Mode SETUP Multicast Forward VCC,
Set DataTimer = 0, Set DataTout =
InitialRetryTimeout
<SMS, Multicast LAN Destination>1 LNNI Database DI
‘ .
Clear Multicast Forward VCC

<

Note: M(x) = min(x*RetryMultiplier,x)

Figure 8-10 SMS-SMS Data Connection State Machine

CC1: If the Multicast Forward VCC hasn’t been setup before the retry timer expires, the local SMS retries
establishing the connection.

CD1: If the Multicast Forward VVCC setup successfully completes, the <SMS, Multicast LAN Destination> pair
moves to the Data Connected state.

ClI1: If the <SMS, Multicast LAN Destination> pair is removed from the LNNI Database, then the local SMS
abandons the setup of the Multicast Forward VCC and the <SMS, Multicast LAN Destination> pair
returns to the Idle state.

DC1: If the Multicast Forward VCC is released, the local SMS attempts to re-establish a Multicast Forward
VCC.

DI1: If the <SMS, Multicast LAN Destination> pair leaves the LNNI Database, then the SMS clears the
Multicast Forward VCC and the <SMS, Multicast LAN Destination> pair returns to the lIdle state.

IC1: If the <SMS, Multicast LAN Destination> enters the LNNI Database and the local SMS is in Distributed
Mode, then the local SMS attempts to setup a Multicast Forward VCC to the SMS.

11: If the <SMS, Multicast LAN Destination> pair enters the LNNI Database and the local SMS is in
Standalone Mode, then the SMS remains in the Idle state.

8.9 SMS-LE Client Data Connection State Machine

An SMS (caled thelocal SMS) runs one SMS-LE Cient Data Connection State Machine for each <LE Client,
Multicast LAN Destination> pair in the universe. The vast mgjority of these state machines will remain in the Idle
state since only atiny percentage of the <LE Client, Multicast LAN Destination> pairs will be in the same ELAN
with the local SMS.
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The state machine covers the function of the SM S connecting to LE Clients to allow distribution of multicast data
frames.

Idle LE Client. Multi LAN Destinati Connecting Data Connected
< ient, Multicast estination> S
IC1: & LNNI Database and Standalone Mode ] cci: DataTimer = DtatTout
SETUP Multicast Forward VCC, SETUP Multicast Forward VCC,
Set DataTimer = 0, Set DataTout = Set DataTimer = 0, Set DataTout =
InitialRetryTimeout M(DataTout)
<LE Client, Multicast LAN Destination, SMS> <
IC1: € LNNI Database and Distributed Mode » cor Setup of Multicast Forward VCC successful
SETUP Multicast Forward VCC, ' g
Set DataTimer = 0 Multicast Forward VCC released be1
. . L > :
<LE C“e“tal Mﬁ’,'\ﬂj?%;ﬁb':sges““a“ow o SETUP Multicast Forward VCC,
< : Set DataTimer = 0, Set DataTout =
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‘ .

Clear Multicast Forward VCC
Note: M(x) = min(x*RetryMultiplier,x)

Figure 8-11 SMS-LE Client Data Connection State Machine
CC1: If the Multicast Forward VCC hasn’t been setup before the retry timer expires, the local SMS retries
establishing the connection.

CD1: If the Multicast Forward VCC setup successfully completes, the <SMS, Multicast LAN Destination> pair
moves to the Data Connected state.

Cl1: If the <SMS, Multicast LAN Destination> pair is removed from the LNNI Database, then the local SMS
abandons the setup of the Multicast Forward VCC and the <SMS, Multicast LAN Destination> pair
returns to the Idle state.

DC1: If the Multicast Forward VCC is released, the local SMS attempts to re-establish a Multicast Forward
VCC.

DI1: If the <SMS, Multicast LAN Destination> pair leaves the LNNI Database, then the SMS clears the
Multicast Forward VCC and the <SMS, Multicast LAN Destination> pair returns to the lIdle state.

ICL: If the <LE Client, Multicast LAN Destination> enters the LNNI Database and the local SMS is in
Standalone Mode, then the local SMS attempts to setup a Multicast Forward VCC to the LE Client.

IC2: If the <LE Client, Multicast LAN Destination> enters the LNNI Database with the local SMS assigned to

service the LE Client and the local SMS is in Distributed Mode, then the local SMS attempts to setup a
Multicast Forward VCC to the LE Client.

8.10 Server CSA Cache State Machine
A server (LES or SMS) called the local server runs one Server CSA Cache State Machine for each other server (LES
or SMS) inthe universe. The vast majority of these state machines will remain in the Idle state since only atiny

percentage of the other servers will be in the same ELAN with the local server.

The state machine covers the function of detecting which other LESs and SMSs are operational in the ELAN.
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Idle Active

Receive Server Refresh CSA Receive Server Refresh CSA Receive Server Refresh CSA
with Remaining Lifetime=0 111 § 1AL with Remaining Lifetime > 0 > AA1: with Remaining Lifetime >0
> Enter CSA into LNNI Database, Set CSATimeout = Remaining Lifetime,
Set CSATimeout = Remaining Lifetime, Set CSATimer =0
Set CSATimer =0

Receive Server Refresh CSA
with Remaining Lifetime =0 ‘All

Remove CSA from LNNI Database

CSATimer = CSATimeout
‘ :Al2

Remove CSA from LNNI Database

Figure 8-12 Server CSA Cache State Machine

AAL:  If amore recent Server (LES or SMS) Refresh CSA is received™ and the Remaining Lifetime in the CSA is
> 0, then the local Server (LES or SMS) sets the CSATimeout to the value of the Remaining Lifetime,
and sets the CSATimer = 0.

All: If a more recent Server (LES or SMS) Refresh CSA is received” and the Remaining Lifetime in the CSA is
=0, then the local Server (LES or SMS) removes the CSA from the LNNI Database and the Server moves
to the Idle state.

Al2: If a CSA cache entry becomes older than the Remaining Life associated with it, then the local Server (LES
or SMS) removes the CSA from the LNNI Database and the Server moves to the Idle state.

IAL: If a more recent Server (LES or SMS) Refresh CSA is received” and the Remaining Lifetime in the CSA is
> 0, then the local Server (LES or SMS) enters the CSA into the LNNI Database, sets the CSATimeout to
the value of the Remaining Lifetime, and sets the CSATimer = 0.

11: If a Server (LES or SMS) Refresh CSA is received” and the Remaining Lifetime in the CSA is = 0, the
Server (LES or SMS) stays in the Idle state.

8.11 Server LE Client Join CSA Cache State Machine

A server (LES or SMS) called the local server runs one Server LE Client Join CSA Cache State Machine for each
LE Client in the universe. The vast majority of these state machines will remain in the Idle state since only atiny
percentage of the LE Clients will be in the same ELAN with the local server.

The state machine covers the functions of detecting which LE Clients are operational in the ELAN and detecting and
removing an LE Client from the ELAN when its join information isin conflict with another LE Client in the
ELAN.

?! This can occur during either Cache Alignment or during cache updates.

Page 102 of 120 ATM Forum Technical Committee



LAN Emulation Over ATM Version 2 - LNNI Specification af-lane-0112.000

AAL:

All:

Al2:

Al3:

Al4:

IAL:

11:

IL1:

Idle Active

Receive LE Client Join CSA Receive valid LE Client Join CSA Receive valid LE Client Join CSA

with Remaining Lifetime=0 111 § 1AL with Remaining Lifetime > 0 > AA1L: with Remaining Lifetime >0

> Enter CSA into LNNI Database, Set CSATimeout = Remaining Lifetime,

Set CSATimeout = Remaining Lifetime, Set CSATimer =0
Set CSATimer =0

Receive LE Client Join CSA
with Remaining Lifetime =0 ‘All

Remove CSA from LNNI Database

CSATimer = CSATimeout
‘ :Al2

Remove CSA from LNNI Database

LE Client Join CSA becomes invalid A

:Al3
<
Remove CSA from LNNI Database

LES Refresh CSA1 LNNI Database Al

Remove CSA from LNNI Database

LE Client joins LES Local
ILL:

P
Enter LE Client Join CSA into LNNI Database

LE Client Join CSA becomes invalid L

Remove CSA from LNNI Database

LE Client leaves ELAN
< :LI2

Remove CSA from LNNI Database

Figure 8-13 Server LE Client Join CSA Cache State Machine

If a more recent LE Client Join CSA is received” and the Remaining Lifetime in the CSA is > 0, then the
local Server (LES or SMS) sets the CSATimeout to the value of the Remaining Lifetime, and sets the
CSATimer = 0.

If a more recent LE Client Join CSA is received® and the Remaining Lifetime in the CSA is = 0, then the
local Server (LES or SMS) removes the CSA from the LNNI Database and the LE Client moves to the Idle
state.

If a CSA cache entry becomes older than the Remaining Life associated with it, then the local Server (LES
or SMS) removes the CSA from the LNNI Database and the LE Client moves to the Idle state.

If the LE Client Join CSA becomes invalid as per Section 5.4.2.9.5, then the LE Client Join CSA is
removed from the LNNI Database and the LE Client is moved to the Idle state.

If the LES Refresh CSA to which the LE Client is local is removed from the LNNI Database, then the LE
Client Join CSA is removed from the LNNI Database and the LE Client moves to the Idle state.

If a more recent LE Client CSA is received” and the Remaining Lifetime in the CSA is > 0, then the local
Server (LES or SMS) enters the CSA into the LNNI Database, sets the CSATimeout to the value of the
Remaining Lifetime, and sets the CSATimer = 0.

If a LE Client Join CSA is received” and the Remaining Lifetime in the CSA is = 0, the LE Client stays
in the Idle state.

If the LE Client joins the local LES, then the local LES creates a LE Client CSA and enters it into the
LNNI Database.
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LIl If the LE Client Join CSA becomes invalid as per Section 5.4.2.9.5, then the LE Client Join CSA is
removed from the LNNI Database and the LE Client is moved to the Idle state.

LI2: If the LE Client leaves the ELAN (is no longer joined with the local LES), then the LE Client Join CSA is
removed from the LNNI Database and the LE Client is moved to the Idle state.

8.12 Server LE Client Unicast Registration CSA Cache State
Machine

A server (LES or SMS) called the local server runs one Server LE Client Unicast Registration CSA Cache State
Machine for each <LE Client, Unicast LAN Destination> pair in the universe. The vast magjority of these state
machines will remain in the Idle state since only atiny percentage of the <LE Client, Unicast LAN Destination>
pairs will bein the same ELAN with the local server.

The state machine covers the function of tracking which <LE Client, Unicast LAN Destination> pairs are associated
with the ELAN.

. . . . ldle Active
Receive LE Client Unicast Registration Receive valid LE Client Unicast Registration_  Receive valid LE Client Unicast Registration

CSA with Remaining Lifetime =011 | |A1:  CSA with Remaining Lifetime >0 > AA1: CSA with Remaining Lifetime >0

» Enter CSA into LNNI Database, Set CSATimeout = Remaining Lifetime,
Set CSATimeout = Remaining Lifetime, Set CSATimer =0
Set CSATimer =0

Receive LE Client Unicast Registration CSA
< with Remaining Lifetime = 0 ‘All

Remove CSA from LNNI Database

CSATimer = CSATimeout

< :Al2
Remove CSA from LNNI Database

LE Client Unicast Registration
< CSA becomes invalid :Al3

Remove CSA from LNNI Database

LES Refresh CSAi1 LNNI Database Al

Remove CSA from LNNI Database

. - . . Local
ILL: LE Client registers unicast LD with LES

Enter LE Client Unicast Registration
CSA into LNNI Database

LE Client Unicast Registration
< CSA becomes invalid LIl
Remove CSA from LNNI Database

LE Client leaves ELAN or
LE Client unregisters unicast LD |2

Remove CSA from LNNI Database

Figure 8-14 Server LE Client Unicast Registration CSA Cache State Machine

AAL: If amore recent LE Client Unicast Registration CSA is received” and the Remaining Lifetime in the CSA
is > 0, then the local Server (LES or SMS) sets the CSATimeout to the value of the Remaining Lifetime,
and sets the CSATimer = 0.
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All:

Al2:

Al3:

Al4:

IAL:

11:

IL1:

LI1:

LI2:

If a more recent LE Client Unicast Registration CSA is received” and the Remaining Lifetime in the CSA
is = 0, then the local Server (LES or SMS) removes the CSA from the LNNI Database and the <LE Client,
Unicast LAN Destination> pair moves to the Idle state.

If a CSA cache entry becomes older than the Remaining Life associated with it, then the local Server (LES
or SMS) removes the CSA from the LNNI Database and the <LE Client, Unicast LAN Destination> pair
moves to the Idle state.

If the LE Client Unicast Registration CSA becomes invalid as per Section 5.4.2.9.8, then the LE Client
Unicast Registration CSA is removed from the LNNI Database and the <LE Client, Unicast LAN
Destination> pair is moved to the Idle state.

If the LES Refresh CSA for the LES that registered the unicast LAN Destination is removed from the LNNI
Database, then the LE Client Unicast Registration CSA is removed from the LNNI Database and the <LE
Client, Unicast LAN Destination> pair moves to the Idle state.

If a more recent LE Client Unicast Registration CSA is received” and the Remaining Lifetime in the CSA
is > 0, then the local Server (LES or SMS) enters the CSA into the LNNI Database, sets the CSATimeout
to the value of the Remaining Lifetime, and sets the CSATimer = 0.

If an LE Client Unicast Registration CSA is received* and the Remaining Lifetime in the CSA is = 0, the
<LE Client, Unicast LAN Destination> pair stays in the Idle state.

If a local LE Client registers the unicast LAN Destination, then the local LES creates a LE Client Unicast
Registration CSA and enters it into the LNNI Database.

If the LE Client Unicast Registration CSA becomes invalid as per Section 5.4.2.9.8, then the LE Client
Unicast Registration CSA is removed from the LNNI Database and the <LE Client, Unicast LAN
Destination> pair is moved to the Idle state.

If the local LE Client that registered the unicast LAN Destination leaves the ELAN (is no longer joined
with the local LES) or the local LE Client unregisters the unicast LAN Destination, then the LE Client
Unicast Registration CSA is removed from the LNNI Database and the <LE Client, Unicast LAN
Destination> pair is moved to the Idle state.

8.13 Server LE Client Multicast Registration CSA Cache State

Machine

A server (LES or SMS) called the local server runs one Server LE Client Multicast Registration CSA Cache State
Machine for each <LE Client, Multicast LAN Destination> pair in the universe. The vast magjority of these state
machines will remain in the Idle state since only atiny percentage of the <LE Client, Multicast LAN Destination>
pairs will bein the same ELAN with the local server.

The state machine covers the function of tracking which <LE Client, Multicast LAN Destination> pairs are
associated with the ELAN.
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- - . . ldle Active
Receive LE Client Multicast Registration Receive LE Client Multicast Registration Receive LE Client Multicast Registration
CSA with Remaining Lifetime =011 | |A1: CSA with Remaining Lifetime >0 AA1: CSA with Remaining Lifetime >0
Ll
> Enter CSA into LNNI Database, Set CSATimeout = Remaining Lifetime,
Set CSATimeout = Remaining Lifetime, Set CSATimer=0

All:

Al2:

Al3:

1AL

11:

IL1:

LI1:

Set CSATimer =0

Receive LE Client Multicast Registration CSA
< with Remaining Lifetime = 0 All

Remove CSA from LNNI Database

CSATimer = CSATimeout
> :Al2

Remove CSA from LNNI Database

LES Refresh CSA1 LNNI Database
> Al3

Remove CSA from LNNI Database

. . . . Local
ILl'LE Client registers multicast LD with LES

Enter LE Client Multicast Registration
CSA into LNNI Database
LE Client leaves ELAN or
< LE Client unregisters multicast LD __ :|_|1

Remove CSA from LNNI Database

Figure 8-15 Server LE Client Multicast Registration CSA Cache State Machine

If a more recent LE Client Multicast Registration CSA is received”* and the Remaining Lifetime in the
CSA is > 0, then the local Server (LES or SMS) sets the CSATimeout to the value of the Remaining
Lifetime, and sets the CSATimer = 0.

If a more recent LE Client Multicast Registration CSA is received® and the Remaining Lifetime in the
CSA is = 0, then the local Server (LES or SMS) removes the CSA from the LNNI Database and the <LE
Client, Multicast LAN Destination> pair moves to the Idle state.

If a CSA cache entry becomes older than the Remaining Life associated with it, then the local Server (LES
or SMS) removes the CSA from the LNNI Database and the <LE Client, Multicast LAN Destination> pair
moves to the Idle state.

If the LES Refresh CSA for the LES that registered the multicast LAN Destination is removed from the
LNNI Database, then the LE Client Multicast Registration CSA is removed from the LNNI Database and
the <LE Client, Multicast LAN Destination> pair moves to the Idle state.

If a more recent LE Client Multicast Registration CSA is received”* and the Remaining Lifetime in the
CSA is > 0, then the local Server (LES or SMS) enters the CSA into the LNNI Database, sets the
CSATimeout to the value of the Remaining Lifetime, and sets the CSATimer = 0.

If an LE Client Multicast Registration CSA is received” and the Remaining Lifetime in the CSA is = 0,
the <LE Client, Multicast LAN Destination> pair stays in the Idle state.

If a local LE Client registers the multicast LAN Destination, then the local LES creates a LE Client
Multicast Registration CSA and enters it into the LNNI Database.

If the local LE Client that registered the multicast LAN Destination leaves the ELAN (is no longer joined
with the local LES) or the local LE Client unregisters the multicast LAN Destination, then the LE Client
Multicast Registration CSA is removed from the LNNI Database and the <LE Client, Multicast LAN
Destination> pair is moved to the Idle state.
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8.14 Server SMS Multicast Registration CSA Cache State

Machine

A server (LES or SMS) called the local server runs one Server SMS Multicast Registration CSA Cache State
Machine for each <SMS, Multicast LAN Destination> pair in the universe. The vast mgjority of these state
machines will remain in the Idle state since only atiny percentage of the <SMS, Multicast LAN Destination> pairs
will be in the same ELAN with the local server.

The state machine covers the function of tracking which <SM S, Multicast LAN Destination> pairs are associated

with the ELAN.
. . . . Idle . ) . . Active . . o
Receive SMS Multicast Registration Receive SMS Multicast Registration Receive SMS Multicast Registration
CSA with Remaining Lifetime =011 § |A1: CSA with Remaining Lifetime >0 > AA1: CSA with Remaining Lifetime >0
> Enter CSA into LNNI Database, Set CSATimeout = Remaining Lifetime,
Set CSATimeout = Remaining Lifetime, Set CSATimer =0

AAL:

All:

Al2:

Al3:

IAL:

11:

Set CSATimer =0

Receive SMS Multicast Registration CSA
with Remaining Lifetime =0 Al

Remove CSA from LNNI Database

CSATimer = CSATimeout
w :Al2
Remove CSA from LNNI Database

SMS Refresh CSAT LNNI Database Al3

Remove CSA from LNNI Database

Figure 8-16 Server SMS Multicast Registration CSA Cache State Machine

If a more recent SMS Multicast Registration CSA is received”* and the Remaining Lifetime in the CSA is
> 0, then the local Server (LES or SMS) sets the CSATimeout to the value of the Remaining Lifetime,
and sets the CSATimer = 0.

If a more recent SMS Multicast Registration CSA is received® and the Remaining Lifetime in the CSA is
=0, then the local Server (LES or SMS) removes the CSA from the LNNI Database and the <SMS,
Multicast LAN Destination> pair moves to the Idle state.

If a CSA cache entry becomes older than the Remaining Life associated with it, then the local Server (LES
or SMS) removes the CSA from the LNNI Database and the <SMS, Multicast LAN Destination> pair
moves to the Idle state.

If the SMS Refresh CSA for the SMS that registered the multicast LAN Destination is removed from the
LNNI Database, then the SMS Multicast Registration CSA is removed from the LNNI Database and the
<SMS, Multicast LAN Destination> pair moves to the Idle state.

If a more recent SMS Multicast Registration CSA is received” and the Remaining Lifetime in the CSA is
> 0, then the local Server (LES or SMS) enters the CSA into the LNNI Database, sets the CSATimeout to
the value of the Remaining Lifetime, and sets the CSATimer = 0.

If an SMS Multicast Registration CSA is received” and the Remaining Lifetime in the CSA is = 0, the
<SMS, Multicast LAN Destination> pair stays in the Idle state.
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An LESrunsoneLES Loca LE Client State Machine for each LE Client in the universe. The vast mgjority of
these state machines will remain in the Idle state since only atiny percentage of the LE Clients will be in the same

ELAN and join with the LES.

The state machine covers the functions of the LE Client joining the ELAN aslocal a LE Client of the LES,
removing the LE Client from the ELAN when thereis ajoin conflict with another LE Client in the ELAN, and
forcing the LE Client to reconfigure when its preferred LES becomes operational .

Idle . Joining Joined
Control Direct VCC invalid Join R "
11:  from LE Client 1 valld Join Reques
Set JoinTimer =0 Send Join Response w/ Invalid status, Set JoinTimer = 0
¢
JoinTimer =S4 o A
Jil 112 Valid Join Request and No Control Distribute VCC
Clear Control Direct VCC ' - - — -
Release of Send Join Response w/ Valid Status, Add LE Client information to LNNI Database
< Control Direct VCC ~ :JI2 Connecting
Valid Join Request and _ .
j1. Control Distribute VCC Control Distribute VCC to LE Client
SETUP Control Send Join Response w/ Valid Status,
Distribute VCC Add LE Client information to LNNI Database
< Control Distribute VCC setup fails cn Duplicate Join Request s
Clear Control Direct VCC - ) '
Send Join Response w/ Valid Status
Control Direct VCC released >
< :Cl2
Abandon setup of Control Distribute VCC
Control Distribute VCC released
Clear Control Direct VCC, Remove LE Client information from LNNI Database
Control Direct VCC released
< 14
Clear Control Distribute VCC, Remove LE Client information from LNNI Database
Non-duplicate Join Request
< JI5
Clear Control Distribute VCC, Clear Control Direct VCC, Remove LE Client information from LNNI Database
LE ARP Request for multicast MAC address and ((LE Client not V2 Capable) or (LE Client not SMF Capable)) 216
< «
Clear Control Distribute VCC, Clear Control Direct VCC, Remove LE Client information from LNNI Database
Preferred LES & LNNI Database
< 17
Clear Control Distribute VCC, Clear Control Direct VCC, Remove LE Client information from LNNI Database
LE Client Join CSA for LE Client becomes invalid
Clear Control Distribute VCC, Clear Control Direct VCC, Remove LE Client information from LNNI Database

Figure 8-17 LES Local LE Client State Machine — Part 1
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Figure 8-18 LES Local LE Client State Machine — Part 2

If the Control Distribute VCC setup fails, then the LES clears the Control Direct VCC with Reason Code
“Normal, Unspecified.”

If the Control Direct VCC is released, then the LES abandons the setup of the Control Distribute VCC and
the LE Client returns to the Idle state.

If the Control Distribute VCC setup is successful, then the LES sends a Join Response indicating a
successful join and the LES adds the information in the Join Request to the LNNI Database.

When the Control Direct VCC is successfully completed to the LES, the LE Client moves to the Joining
state.

If a valid Join Request is received (see Sections 5.4.2.4, 5.4.2.5, 5.4.2.6, and 5.4.2.7 in [5]) and the LES
is configured to use a Control Distribute VCC, then the LES initiates the establishment of a Control
Distribute VCC to the LE Client.
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If the LES does not receive a Join Request within S4 seconds (see Section 5.1.2 in [5]), then the LES
clears the Control Direct VCC and the LE Client moves to the Idle state.

If the Control Direct VCC is cleared, then the LE Client moves to Idle State.

If the Control Distribute is released, then the LES clears the Control Direct VCC with Reason Code
“Normal, Unspecified” and all of the LE Client information is removed from the LNNI Database.

If the Control Direct is released, then the LES clears the Control Distribute VCC with Reason Code
“Normal, Unspecified” and all of the LE Client information is removed from the LNNI Database.

If a Join Request is received that is not a duplicate of the Join Request that caused the transition to the
Joined state, then the LES clears both the Control Distribute VCC and the Control Direct VCC with
Reason Code “Normal, Unspecified” and all of the LE Client information is removed from the LNNI
Database.

If an LE ARP Request is received from the LE Client which contains a multicast MAC address and the LE
Client is not both V2 Capable and SMF Capable (see 7.2.6 or [5]), then the LES clears both the Control
Distribute VCC and the Control Direct VCC with Reason Code “Normal, Unspecified” and all of the LE
Client information is removed from the LNNI Database.

If the LE Client provided a Preferred LES in the Join Request and that LES enters the LNNI database, then
the LES clears both the Control Distribute VCC and the Control Direct VCC with Reason Code “Normal,
Unspecified” and all of the LE Client information is removed from the LNNI Database.

If the LE Client Join CSA corresponding to the LE Client becomes invalid as per Section 5.4.2.9.5, then
the LES clears both the Control Distribute VCC and the Control Direct VCC with Reason Code “Normal,
Unspecified” and all of the LE Client information is removed from the LNNI Database.

If an invalid Join Request is received (see Sections 5.4.2.4, 5.4.2.5,5.4.2.6, and 5.4.2.7 in [5]), then the
LES sends a Join Response indicating a failed join attempt and resets the JoinTimer.

If a valid Join Request is received (see Sections 5.4.2.4, 5.4.2.5, 5.4.2.6, and 5.4.2.7 in [5]) and the LES
is configured to not use a Control Distribute VCC, then the LES sends a Join Response indicating a
successful join and the LES adds the information in the Join Request to the LNNI Database.

If a Join Request is received that is a duplicate of the Join Request that caused the transition to the Joined
state, then the LES sends a Join Response indicating a successful join.

If a valid Register Request is received (see Section 6.1.2 of [5]) and the information is not already in the
LNNI Database, then the LES sends a Register Response indicating a successful Register Request and the
LES adds the information to the LNNI Database. If the LAN Destination being registered is a multicast
MAC address, the LES can assign the address to an SMS if there is one or more in the LNNI Database that
serves this multicast MAC address.

If an invalid Register Request is received (see Section 6.1.2 of [5]), then the LES sends a Register
Response indicating an unsuccessful Register Request with appropriate SATUS code (see Section 6.1.2 of

[5D.

If a valid Unregister Request is received (see Section 6.1.2 of [5]), then the LES sends an Unregister
Response indicating a successful Unregister Request and the LES removes the information to the LNNI
Database.

If an invalid Unregister Request is received (see Section 6.1.2 of [5]), then the LES sends an Unregister
Response indicating a successful Unregister Request.
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JJ8: If the LES receives an LE ARP Request for a unicast LAN Destination that is in the LNNI Database, then
the LES sends an LE ARP Response with the ATM address in the LNNI Database associated with the
unicast LAN Destination.

JJ9: If the LES receives an LE ARP Request for the all 1’s broadcast MAC address, then the LES sends an LE
ARP Response with the ATM address of the BUS that is associated with the LES.

JJ10:  If an LE ARP Request is received from the LE Client which contains a multicast MAC address and the LE
Client is both V2 Capable and SMF Capable (see 7.2.6 or [5]), then the LES sends an LE ARP Response
with the ATM address an SMS in the LNNI Database that serves the multicast MAC address. If there is
no SMS in the LNNI Database that serves the multicast MAC address, then the LES sends an LE ARP
Response with the ATM address of the BUS that is associated with the LES.

JJ11:  If the LES receives an LE ARP Request for a unicast LAN Destination that is not in the LNNI Database,
then the LES forwards the LE ARP Request according to the forwarding rules in Section 5.6.4.1.

JJ12:  If any other control message is received from either the LE Client or from another LES that requires
forwarding to the LE Client, the LES responds to the control message or forwards it as appropriate.

8.16 LECS Main State Machine

A main state machine runs for the LECS. Thisisresponsible for initializing the LECS and driving all the other
LECS state machines namely ServerConfigProxy, LEClientConfigProxy and ServicePeerL ecsProxy.

The ServerConfigProxy state machine runs one per active LES/SM S and is responsible for providing the initial
configuration and updating it. The ServicePeerLecsProxy state machine runs one per peer LECS and isresponsible
for synchronization with the peer LECS and the LEClientConfigProxy state machine runs one per connected LE
Client and is responsible for conveying configuration information to the LEClient.
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AAG:

AAT:

Start Activate Active
SAL: »
Obtain list of peer LECSs, Instantiate ServicePeerLecsProxy for each LECS in list
New LECS in list of peer LECs
(AA2
Instantiate ServicePeerLecsProxy for new LECS
LECS removed from list of peer LECs
:AA3
Terminate ServicePeerLecsProxy for removed LECS
Receive LE_CONFIG_SERVER with server flag set
:AA4
Instantiate ServerConfigProxy for new server
Receive LE_CONFIG_SERVER with server flag not set AAS
Instantiate LEClientConfigProxy for new server
Configuration Direct VCC to LE Client is released
:AA6
Terminate LEClientConfigProxy state machines for all LE Clients that used the VCC
»
Incoming LECS Synchronization VCC from authenticated LECSand no ServicePeerLecsProxy AAT7
Instantiate ServicePeerLecsProxy for new LECS
Incoming LECS Synchronization VCC from LECS that fails authentication AAB
Ignore synchronization messages and clear VCC
End Terminate
e :AE1
r Terminate all instances of ServicePeerLecsProxy, ServerConfigProxy,
and LEClientConfigProxy state machines

Figure 8-19 LECS Main State Machine

If a new LECS peer gets added” an instance of ServicePeerLecsProxy is created for it which is responsible
for LECS-LECS synchronization with this LECS.

If a peer LECS gets removed,” then the ServicePeerLecsProxy State Machine for that LECS is terminated.

If an LE_CONFIG_SERVER is received and the server flag is setto IS LE_ SERVER or IS LE_MCAST
then a new instance of ServerConfigProxy state machine is created which is responsible for all configuration
handling for the server sending the configuration request.

If an LE_CONFIG_SERVER is received and the server flag is neither IS_LE_SERVER nor
IS_LE_MCAST then an instance of LEClientConfigProxy state machine is created which is responsible for
configuration of LE Clients.

If a Configuration Direct VCC to an LE Client is released, the LEClientConfigProxy state machine for each
LE Client that used the VCC is terminated.

If another LECS attempts to setup a LECS Synchronization VCC to this LECS and the calling LECS is
authenticated, then a ServicePeerLecsProxy state machine is instantiated if there is no existing
ServicePeerLecsProxy for the calling LECS.

% This can occur in several ways including configuration and a repetition of the ILMI procedure.
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AA8: If another LECS attempts to setup a LECS Synchronization VCC to this LECS and the calling LECS fails
authentication, then all synchronization Messages on this VCC are discarded and the VCC is released.

AE1l: If the LECS is terminated, then all instances of ServicePeerLecsProxy , ServerConfigProxy and
LECIlientConfigProxy state machines are terminated and the LECS moves to the End state.

SAl:  Whenever a LECS is operational it should be activated which causes it to obtain® the list of peer LECS,
instantiate a ServicePeerLecsProxy state machine for each element in the list, and move to the Active state.

8.17 ServicePeerLecsProxy State Machine

The ServicePeerLecsProxy state machine runs one per peer LECS and is responsible for establishing and maintaining
the LECS Synchronization VCC with the peer LECS which is used for synchronizing the configuration information
between the LECS's serving the same ELAN.

The ServicePeerLecsProxy state machine is created by the LECS Main state machine.

% The list can be obtained in several ways including configuration and ILMI. The state machine does not capture
this detail.
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Request SETUP of LECS Synchronization VCC, Start LecsSynchRequestTimer,
Set RetryTimer = 0, Set RetryTimeout = Assign VCC as designated
. InltlﬁIRe'tryjl'lmeout ‘ Incoming LECS Synchronization VCC from peer LECS
Incoming LECS Sync ronlz.atlo_n VC_C rom peer LECS cP2: and authentication succeeds
End and authentication fails -CC1 : P
Start LecsSynchRequestTimer,
Refuse or clear VCC Assign VCC as designated
- g RetryTimer = Retry Timeout
Terminate CEL Ccc2:
o ’ Request SETUP of LECS Synchronization VCC,
Abandon setup of LECS Synchronization VCC Set RetryTimer = 0, Set RetryTimeout =
M(RetryTimeout)
<
Designated VCC released and
< no other LECS Synchronization to peer LECS -pc1
Stop LecsSynchRequestTimer,
Request SETUP of LECS Synchronization VCC,
Set RetryTimer = 0, Set RetryTimeout =
Terminate InitialRetryTimeout
< :PE1
Stop LecsSynchrRequestTimer and clear LECS Synchronization VCCs if not being shared
Two LECS Synchronization VCCs to peer LECS
:PP1
Select designated VCC
g
LecsSynchRequestTimer = (1/3)*KeepAliveTime ppo
Send Keep-Alive request and restart LecsSynchRequestTimer
g
Keep-Alive request received
:PP3
| Update server information
g
Incoming LECS Synchronization VCC from peer LECS and authentication succeeds -
| Accept VCC and determine designated VCC
.
Designated VVCC released and other LECS Synchronization VCC(s) to peer LECS PPS
| Select designated VCC
Ll
Incoming LECS Synchronization VCC from peer LECS and authentication fails PP6
| Refuse or clear VCC
g

Note: M(x) = min(x*RetryMultiplier,x)

Figure 8-20 ServicePeerLecsProxy State Machine

CC1: Ifanincoming request for a Synchronization VCC is received from the peer LECS but the authentication
fails, then the LECS either refuses the VCC or clears the VCC if has been accepted before completing the
authentication.

Ccc2 If the setup of the VCC fails and the retry timer expires, the state machine retries the setup of the LECS
Synchronization VCC.

CE1l: IfaTerminate event is received the ServicePeerLecsProxy abandons the setup of the LECS Synchronization
VCC and terminates.
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CP1: If the LECS Synchronization VCC gets established, then the ServicePeerLecsProxy starts a
LecsSyncRequestTimer, assigns the VCC as the designated Synchronization VCC and moves to
PeerConnected state. The designated LECS Synchronization VCC is used for sending all the messages to
the peer.

CP2:  If an incoming request for a Synchronization VCC is received from the peer LECS and the authentication
succeeds, the VCC is accepted and assigned as the designated VCC and the LecsSynchRequestTimer is
started.

PC1l: If the designate VCC is released and there is no other LECS Synchronization VCC to the peer, the state
machine attempts to setup a new LECS Synchronization VCC.

PE1l:  Ifa Terminate event is received the LecsSynchRequestTimer is stopped and each LECS Synchronization
VCC to the peer LECS that is not being shared by another entity is cleared.

PP1:  Iftwo LECS Synchronization VCCs become established with the peer LECS, the designated LECS
Synchronization VCC is chosen according to the LUNI rules.

PP2:  If the LecsSyncRequestTimer = one third of KeepAliveTime seconds, the ServicePeerLecsProxy sends a
Keep-Alive request to the peer LECS and restarts the LecsSyncRequestTimer.

PP3:  If a Keep-Alive request is received, the information about active LESs and SMSs is updated from the
contents of the Keep-Alive request.

PP4:  Ifanincoming request for a Synchronization VCC is received from the peer LECS and the authentication
succeeds, the VCC is accepted and the designated VCC is chosen according to the LNNI rules.

PP5:  If the designated LECS Synchronization VCC is released and there are more LECS Synchronization VCCs
to the peer LECS, then a new designated Synchronization VCC is chosen according to the LNNI rules.

PP6:  Ifan incoming request for a Synchronization VCC is received from the peer LECS but the authentication
fails, then the LECS either refuses the VCC or clears the VCC if has been accepted before completing the
authentication.

SC1:  Whenever a ServicePeerLecsProxy is activated it requests the setup of a LECS Synchronization VCC to the
peer LECS and moves to Connecting state.
8.18 ServerConfigProxy State Machine

A ServerConfigProxy state machine runs for each active server (LES/SMS). Thisis controlled by the LECS Main
state machine which is responsible for its activation and termination.

The ServerConfigProxy state machine covers the function of sending the configuration information, transmitting and
receiving Keep-Alive messages and transmitting the configuration change trigger to the Servers (LES and SMS)
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Start Activat Active Receive Keep-Ali "
SAL: ctivate o AAL eceive Keep-Alive reques
Send LE_CONFIG_RESPONSE Send Keep-Alive response
¢
End . .
Terminate Receive LE_CONFIG_REQUEST
< ‘AEL | AA2:
Clear Configuration Direct VCC if not shared Send LE_CONFIG_RESPONSE
<
TriggerResponseWait
Configuration change
AWI:
Send LNNI_CONFIG_TRIGGER,
Start ConfigTriggerTimer
Receive Keep-Alive request
> < P 9 ‘WAL

Send Keep-Alive response,
TriggerNotResponded Stop ConfigTriggerTimer

. ConfigTriggerTimer =
Receive LE_CONFIG_REQUEST

TAL < ConfigurationTrigger Timeout ‘WT1
Send LE_CONFIG_RESPONSE, Send LNNI_CONFIG_TRIGGER,
Stop ConfigTriggerTimer Start ConfigTriggerTimer

ConfigTriggerTimer =

ConfigurationTriggerTimeout -112 | TT1: Receive Keep-Alive request

Send LNNI_CONFIG_TRIGGER, <
Start ConfigTriggerTimer
P
Terminate
¢ TE1

Stop ConfigTriggerTimer,
Clear Configuration Direct VCC if not shared

Terminate
< ‘WEL1

Stop ConfigTriggerTimer, Clear Configuration Direct VCC if not shared

Figure 8-21 ServerConfigProxy State Machine
AAl:  If a Keep-Alive Request is received, a Keep-Alive Response is sent out.

AA2: Ifan LE_CONFIG_REQUEST is received LE_ CONFIG_RESPONSE is sent out.

AE1l: If aterminate event is received, the ServerConfigProxy clears the Configuration Direct VCC if it is not
shared by other entities and terminates.

AWL1: If a Configuration change occurs, then the ServerConfigProxy sends a LNNI_Config_Trigger to the server,
starts the ConfigTriggerTimer, sets the TriggerRetryCounter to Zero and moves to TriggerResponseWait
state.

SAl:  Whenever a ServerConfigProxy is activated, the LE_CONFIG_SERVER message should be passed on to
it. The ServerConfigProxy sends a LE_CONFIG_RESPONSE and moves to Active state.

TALl: Ifan LE_CONFIG_REQUEST is received an LE_CONFIG_RESPONSE is sent out, the
ConfigTriggerTimer is stopped and the ServerConfigProxy moves to the Active state.

TELl: Ifa Terminate event is received the ServerConfigProxy stops the ConfigTriggerTimer, clears the
Configuration Direct VCC if it is not shared by other entities and terminates.
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TT1: If a Keep-Alive request is received it is ignored.

TT2: If the ConfigTriggerTimeout event is received the ServerConfigProxy re-sends the
LNNI_CONFIG_TRIGGER and starts the ConfigTriggerTimer.

WAL: IfaLE_CONFIG_REQUEST is received the ServerConfigProxy sends a LE_CONFIG_RESPONSE, stops
the ConfigTriggerTimer, and moves to the Active state

WEL: IfaTerminate event is received the ServerConfigProxy stops the ConfigTriggerTimer, clears the
Configuration Direct VCC if it is not shared by other entities and terminates.

WT1: IfaConfigTriggerTimeout event is received the ServerConfigProxy re-sends the
LNNI_CONFIGURE_TRIGGER, starts the ConfigTriggerTimer and moves to the TriggerNotResponded
state.

8.19 LECIlientConfigProxy State Machine

The LEClientConfigProxy state machine runs one per connected LE Client and is responsible for conveying
configuration information to the LE Client. Thisis controlled by the LECS Main state Machine which is
responsible for its activation and termination.

The LEClientConfigProxy state machine covers the function of downloading the configuration information to the
LE Clients.

Start Activat Active Terminat End
ISAl: ctivate > AEL: erminate

Send LE_CONFIGURE_RESPONSE

Clear Configuration Direct VCC if not shared 1

Receive LE_CONFIG_REQUEST
AAL:

Send LE_CONFIGURE_RESPONSE

<

Figure 8-22 LEClientConfigProxy State Machine
AALl: Ifan LE_CONFIG_REQUEST is received, an LE_CONFIG_RESPONSE is sent out.

SAl:  When the LEClientConfigProxy is activated, the LE_CONFIG_SERVER message is passed on to it. The
LECIlientConfigProxy sends a LE_CONFIG_RESPONSE and moves to Active state.

AE1l: If a Terminate event is received the LEClientConfigProxy clears the Configuration Direct VCC if it is not
being shared by other entities and terminates.

8.20 BUS State Machine

The BUS runs a state machine that is responsible for obtaining alist of peer BUSs and SMSs, and for creating a
MulticastTarget state machine to represent each BUS, SMS, or LEClIient to which it must forward multicast
packets.

The BUS forwards incoming-multicast-send-connect indications to the MulticastTarget state machine, but the
MulticastTarget state machine handles all other signalling events.
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Start Activat Active Terminat End
I SAL: ctivate p AEL: erminate Ly

Obtain list of other BUSs and
instantiate a MulticastTarget state machine for each

Terminate all MulticastTarget state machines 1

BUS 1 LNNI Database
AA1L:
Terminate MulticastTarget state machine for the BUS
<
LE Clienti ELAN
AA2:
Terminate MulticastTarget state machine for the LE Client and Clear the Multicast Forward VCC
<
AAS: Incoming Multicast Send VCC from joined LE Client
Instantiate MulticastTarget state machine for the LE Client
<
BUS & LNNI Database
AA5:
Instantiate MulticastTarget state machine for the BUS
<
AAL: Incoming Multicast Send VCC from non-joined LE Client
Refuse connection
<
AAG: Incoming Multicast Forward VVCC from a peer BUS for which there is no MulticastTarget state machine
Create a MulticastTarget state machine and pass on the incoming connectindication
<
AAT- Incoming Multicast Forward VCC from a peer BUS for which MulticastTarget state machine exists
Pass on the incoming connectindication to the MulticastTarget state machine
<

Figure 8-23 BUS State Machine

AAl: Ifapeer BUS entry gets removed from the LNNI database, the BUS terminates the MulticastTarget state
machine for that BUS.

AA2: Ifan LE Client leaves the ELAN, the BUS terminates the MulticastTarget state machine for that LE Client
and releases the MulticastSendVcc to the LE Client.

AA3:  When there is an incoming Multicast Send VCC from an LE Client and that LE Client is joined with the
LES, a MulticastTarget state machine is instantiated for the LE Client.

AA4:  When there is an incoming Multicast Send VCC from an LE Client and that LE Client is not joined with
the LES, the connection setup is refused.

AAS5:  When a new BUS enters the LNNI Database, the BUS responds by creating a MulticastTarget state
machine to for the new BUS.
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AAG:

AEL:

SA1L:

When there is an incoming Multicast Forward VCC from a peer BUS and there is no MulticastTarget state
machine instantiated for this BUS, When the BUS receives a MulticastFwd-connect indication, and a
Multicast Target does not exist for the peer, a MulticastTarget state machine is created for the peer BUS
and the incoming connectlndication passed on to it.

When there is an incoming Multicast Forward VCC from a peer BUS and there exists a MulticastTarget
state machine for this BUS, the incoming VCC connectlndication is passed on to the MulticastTarget state
machine.

Whenever a BUS is terminated, it terminates all the MulticastTarget state machines and moves to the End
state.

Upon activation, the BUS obtains the peerList (list of all other local BUSs in the ELAN) from its
associated LES and it instantiates a MulticastTarget state machine for each.

8.21 PeerMulticastTarget State Machine

The PeerMulticastTarget state machine runs one per active peer BUS and is responsible for setting up and
maintaining Multicast Forward VCCs.

The PeerMulticastTarget state machineis created by the BUS state machine.
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Note: M(x) = min(x*RetryMultiplier,x)

Figure 8-24 PeerMulticastTarget State Machine

If the setup is successful the state machine assigns the VCC as the designated VCC and moves to the
Connected state. The designated VCC will be used for sending out all messages to the peer.

If an incoming VCC connectindication is received from the BUS state machine, the state machine accepts
the VCC, assigns the VCC as the designated VCC and moves to the Connected state.

If two Multicast Forward VCCs get established to the peer, the designated VCC is chosen according to the
LNNI rules.

If the designated Multicast Forward VCC is released and there are more Multicast Forward VCCs to the
target, then a new designated VCC is chosen according to the LNNI rules.

If the setup of the VCC fails and the retry timer expires, the state machine retries the setup of the Multicast
VCC.

If the designated VVCC is released and there is no other Multicast Forward VCC to the peer, the state
machine tries to setup a Multicast VCC.

If a terminate event is received the state machine clears the VCCs and moves to the End state.
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CE2:

SC1:

SC2:

If a terminate event is received the state machine abandons the connection setup and terminates.

Whenever the state machine is activated with no incoming VCC connectlindication, it sends a connection
setup request for a Multicast VCC to the peer and moves to the Connecting state.

Whenever the state machine is activated with an incoming VCC connectlIndication it accepts VCC, assigns
the VCC as the designated VCC for sending all requests to this target and moves to the Connected state.

8.22 LECIlientMulticastTarget State Machine

The LEClientMulticastTarget state machine runsin aBUS with one per active local LE Client and is responsible for
setting up and maintaining Multicast Forward VCCs.

The LEClientMulticastTarget state machineis created by the BUS state machine.
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CcCe:

CE1:
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Start Activate Connecting Setup of VCC successful Connected
SC1: p CC1: »
SETUP of Multicast VCC,
Set RetryTimer =0,
i = Initi i RetryTimer = RetryTimeout
End Set RetryTimeout = InitialRetryTimeout ccs: y y
Terminate CE2 SETUP of Multicast VCC,
' Set RetryTimer =0,
Abandon setup of Multicast Forward VCC Set RetryTimeout = M(Retry Timeout)
¢
Multicast Forward VCC
< :CC6
SETUP of Multicast VCC,

Set RetryTimer =0,
Set RetryTimeout = InitialRetryTimeout

Terminate
:CE1

Clear Multicast Forward VCCs

Note: M(x) = min(x*RetryMultiplier,x)
Figure 8-25 PeerMulticastTarget State Machine
If the setup is successful the state machine moves to the Connected state.

If the setup of the VCC fails and the retry timer expires, the state machine retries the setup of the Multicast
VCC.

If the Multicast Forward VVCC is released, the state machine tries to setup a new Multicast Forward VCC.
If a terminate event is received the state machine clears the VCCs and moves to the End state.
If a terminate event is received the state machine abandons the connection setup and terminates.

Whenever the state machine is activated, it sends a connection setup request for a Multicast VCC to the
peer and moves to the Connecting state.
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